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Abstract 
As product cycles become shorter and the demand for customized products becomes greater, flexibility in 
production capabilities becomes mandatory.  This trend requires manufacturing enterprises to be highly 
flexible with the ability to timely reallocate manufacturing resources.  Wireless communications provides a 
natural ability to support the flexibility required by reconfigurable manufacturing systems (RMS).  The 
formulation of a wireless communication solution for RMS will need to address issues concerning:  
implementation complexity, reliability and security.  These issues need to be addressed in the context of the 
application as well as in the context of the application’s environment.  A framework for designing a wireless 
network to support the communication requirements for RMS is presented. 
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1 INTRODUCTION 
As product cycles become shorter and the demand for 
customized products becomes greater, flexibility in 
production capabilities becomes mandatory.  This trend 
requires manufacturing plants to be highly flexible with the 
ability to timely reallocate manufacturing resources both 
within a plant and across multiple plants located across 
the globe.  In the competitive global market, plant 
supervisors and production managers need to maintain 
awareness of the production process from both aggregate 
production measures to modalities in an individual 
machine’s performance.  Wireless local area networks 
(WLAN) and wireless personal area networks (WPAN™) 
are poised to support these increasing demands for 
industrial communications.  In Figure 1, a scenario is 
illustrated where a hierarchal wireless network is 
deployed.  WPANs provide local communication 
requirements for individual manufacturing units and a 
broad band WLAN supports the wireless communications 
across the manufacturing floor.  The WLAN is integrated 
with the corporate network.  The wireless network 
facilitates the reconfiguration of the manufacturing units 
and facilitates the monitoring and control of each process 
either through the corporate network or by personnel on 
the manufacturing floor.  Even though wireless 
communications provides a natural ability to support the 
flexibility required by modern manufacturing facilities, the 
manufacturing industry is reluctant to adopt it until the 
communication industry adequately addresses issues 
concerning:  implementation requirements, reliability and 
security.  These issues are interrelated and are 
interdependent.  The formulation of a wireless 
communication solution for a specific industrial application 

will need to address these issues in the context of the 
application as well as in the context of the application’s 
environment, e.g., manufacturing plant. 
As communications becomes an integral component of 
the manufacturing process, the reliability of the 
communication network will be as important to maintain 
the production process as individual machines, if not more 
so.  Likewise, compromising the security of the network 
could compromise the manufacturing process by directly 
impacting production, production quality, or by covert 
industrial espionage.  In Section 2, we present a 
framework for designing a wireless network to support the 
communication requirements for reconfigurable 
manufacturing systems (RMS).  Key to designing the 
network is understanding the RMS application 
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Figure 1:  Industrial communication scenario for 
facilitating manufacturing reliability and flexibility. 



requirements and the manufacturing radio frequency (RF) 
environment.  Both of these issues are discussed further 
in Section 3.  In Section 4, a brief overview of current 
wireless technologies suitable for the RMS application is 
presented.  Specifically, the family of IEEE (Institute of 
Electrical and Electronic Engineers) 802.11 Standards 
(wireless local area networks) and family of IEEE 802.15 
Standards (wireless personal area networks).  Both sets of 
standards cover wireless devices which operate in the 
industrial, scientific and medical (ISM), unlicensed 
frequency bands.  In Section 5, the paper is summarized. 
2 RMS COMMUNICATION DESIGN FRAMEWORK 
The use of wireless technology within manufacturing 
industry has been actively explored [1-3] and faces a 
number of challenges.  This is particularly true for RMS 
applications.  To address these challenges, a design 
framework for developing wireless networks for RMS is 
proposed as illustrated in Figure 2.  The design framework 
is based on a cost/performance analysis.  The 
manufacturing applications’ communication requirements 
are mapped into three classes of cost performance 
constraints:  security, quality of service (QoS) & 
survivability, and complexity & flexibility. The constraints 
provide a means for evaluating the trade-offs in 
implementing the wireless communication design in the 
context of the manufacturing environment. 
Issues associated with the manufacturing application 
communication requirements and the manufacturing 
communication environment are presented in Section 3.  
Details concerning the cost performance constraints are 
as follows: 
Security:  Addresses the cost associated with the failure 
to prevent typically three categories of attacks on the 
communication network:  unauthorized interception of 
confidential information, modification and interruption of 
information and network control messages. 
Wireless sensor networks deployed in a manufacturing 
environment can be subject to both physical and logical 
security attacks.  A deep concern to manufacturing 
companies is maintaining confidentiality of trade practices.  
Utilizing wireless technology can appear to be a potential 
compromise of this requirement; especially, if the wireless 
devices are being used to relay information pertaining to 
the manufacturing process.  Therefore, the RMS network’s 
capability to prevent and detect unauthorized interception 
needs to be evaluated.  In addition, RMS networks could 
be subject to malicious attacks that would compromise 
integrity of information, as well as the availability of sensor 
network functions [4].  The capability to handle malicious 
attacks involving modification and interruption of data and 
network control messages [5, 6] needs to be addressed in 
designing the RMS network.  Issues associated with risk 
assessment and dependency modeling for sensor 
networks are yet to be addressed [7]. Specifically, there is 
a need to identify suitable security models for 
interdependencies among components of a sensor 
network, and metrics for the measurement, analysis and 
comparison of risk levels. There is also a need to develop 
tools to evaluate the security behavior of a sensor network 
under malicious attacks [8, 9]. 
The assessment process needs to balance the tradeoff 
between the security requirements of the RMS 
communication network with the communication 
administration overhead associated with security 
protocols, i.e., security implementation cost needs to be 
balanced against the other two cost performance 
constraints. 
QoS & Survivability:  Addresses the ability to handle the 
traffic flow presented by the sensor network within the 
context of the manufacturing application, e.g., time latency 
constraints associated with the process control and/or 

energy constraints based on battery operated sensors 
within the network.  Also, these define the ability of the 
network to address communication disruptions or 
unanticipated variations in traffic, i.e., survivability. 
QoS requirements for certain communication traffic, such 
as a machines servo control sensors, will have very strict 
requirements while others are more relaxed.  Each traffic 
type or traffic class within the network has specific QoS 
and survivability requirements and the ability of the RMS 
network to satisfy these requirements needs to be 
assessed. 
The focus of survivable network design [10-24] is on 
placement of redundant resources (e.g., links, access 
points, database information) and implementation of 
strategies to dynamically make use of these backup 
resources, when needed, to maintain network operations 
in the presence of faults.  Survivability assessment is 
essentially a comparative cost/performance analysis of 
competing survivable network designs.  The objective is to 
measure the performance of a network, in terms of the 
degree of functionality remaining after a failure, as well as 
the resultant cost of incorporating survivability.  Survivable 
network design and analysis requires identification of a 
survivability objective, which can be expressed as a set of 
cost-performance metrics with associated parameters and 
constraints. 
Complexity & Flexibility:  Central to RMS is the ability to 
reconfigure the location as well as the utilization of 
manufacturing resources.  The wireless network needs to 
therefore be capable of handling variations in the traffic 
flow due to changes in sensor location and machine 
utilization.  The network will need to adapt to the new 
environment while maintaining the required levels of 
security, QOS and survivability.  To fully enable RMS, the 
reconfiguration of the wireless network needs to be 
transparent to the end user. 
3 CONTEXT & ENVIRONMENT CONSTRAINTS AND 

ISSUES 
RMS applications present a diverse set of communication 
requirements and operational environments.  Even though 
the communication requirements are diverse, there is a 
commonality that can be built upon in order to develop a 
framework for designing a communication system.  This 
design concept is similar to the one used in cellular 
telephony where the design of a diverse set of wireless 
cellular infrastructures is based on a common design 

Figure 2:  Design framework for developing 
integrated wireless sensor networks for 
reconfigurable manufacturing systems. 
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framework [25, 26].  Within the cellular design framework, 
the goals are well defined, i.e., provide network access to 
paying subscribers at a given QoS and grade of service 
(e.g., blocking probability) while denying access to others.  
These goals are then used to design the cellular network 
based on using models of both the telephony traffic and 
the RF signal propagation environment, e.g., urban, 
suburban, indoor, etc.  A corresponding framework can be 
developed for RMS communications’ design.  In this 
section, the RMS communication environment and RMS 
traffic are developed to provide a context for the 
communication system design.  RF signal propagation in a 
manufacturing environment and potential interference 
sources are then discussed in order to provide a complete 
picture of the communication design environment. 

3.1 RMS Communication’s Requirements Overview 
A conceptual diagram of an RMS wireless communication 
network is given in Figure 3.  Within the RMS network 
there are three levels of communications:  machine, 
machine cell (i.e., a group of machines used to 
manufacture a part or a subassembly) and plant floor.  At 
the machine level, sensor data is relayed to the machine’s 
controller.  Then, aggregate data from each machine in a 
machine cell is collected at the cell controller which in turn 
is summarized and forwarded to the plant floor backbone.  
At the plant floor level communications, access to the 
corporate intranet or Internet backbone is provided.  
Control messages flow in the opposite direction from the 
plant floor backbone down to the sensors. As an example: 
the RMS communication infrastructure provides the 
means for a machine controller to change operational 
states based on sensor input;  it allows the cell controller 
to coordinate the operations between machines in the cell;  
it provides information to the plant managers concerning 
the status of manufacturing operations.   
RMS requires the machines in a cell to be readily 
reconfigured to adapt to new manufacturing requests. The 
degree of reconfiguration could involve modifying the 
usage of the current machine tools within a cell to 
modifying the machines comprised in a machine cell.  The 
reconfiguration could be extended to the entire plant floor 
where the mix and operation of machines in each cell 
could be changed.  Wireless technology provides a 
natural choice for implementing the communication 
network, providing the flexibility required to reconfigure the 
communication network when the machine cells are 
reconfigured. 
Each level of communication has specific characteristics 
and requirements as discussed below. 

Machine Level Communications 
The machine level communications is handled by the 
machine sensor network (MSN).  At the machine level, 
sensors are incorporated into a machine and their 
locations on the machine are less likely to be altered.  
Therefore, for the MSN, the use of wireless technology is 
motivated by reliability issues rather than reconfiguration 
issues.  A principle cause of failure in machine tools is 
often the wire harness used to relay limit switch 
information to the controller [27].  Similarly, for XYZ 
placement devices, wiring harness failure presents a 
significant reliability issue [28].  Machines tools require a 
diverse set of sensors, with each sensor requiring a 
unique communication profile.  A cutting machine’s 
sensors would include thermal sensors, vibration sensors, 
accelerometers, and limit switches.  An array of twenty or 
more thermal sensors is used to measure the thermal 
characteristics of a machine.  Accelerometers provide 
input to the cutting head servo control and vibration 
sensors assist in chatter suppression [29].  Therefore, the 
communication traffic within the MSN is highly diverse, but 
it is also, for the most part, highly predictable.  When a 
machine is operating, many sensors provide periodic 
updates to the controller, e.g., thermal sensors and 
accelerometers.  The QoS required will be dependent on 
the type of sensor:  dropping several consecutive updates 
from the accelerometer could cause a cutting tool servo 
control loop to go unstable versus the limited implication 
for missing several consecutive updates from the thermal 
sensors.  Security in the MSN needs to primarily address 
denial of service and, to a lesser extent, unauthorized 
interception.  The characteristics of the RF environment 
and the corresponding communication channel will be 
dominated by the machine itself, based on locations of the 
sensor and the machine controller.  In addition, 
interference may be present from multiple sources 
including the machine or machines in the immediate 
vicinity as well as other wireless devices supporting 
communications within the machine network, machine cell 
networks and/or the plant floor network.  Upon 
reconfiguring, the MSN remains fixed relative to the 
machine, but the traffic flow will change due to changes in 
machine operational requirements.  Also, the RF 
environment will change causing the communication 
channel characteristics to change. 

Machine Cell Level Communications 
The machine cell level communications are handled by 
the cell sensor network (CSN).  As indicated above, using 
a wireless device between each machine’s controller and 
the cell controller enhances the ability to reconfigure the 
machine cell.  This network will coordinate the operation 
between machine tools as well as provide a pathway for 
remote interrogation and control of a machine at both the 
cell and plant levels.  At the machine cell level, the QoS 
will be application dependent, with machine coordination 
requiring a higher priority over remote interrogations.  
Security issues involving denial of service, unauthorized 
interception and unauthorized access are essential 
concerns of the manufacturing community.  The 
characteristics of the communication channel will be 
based on the machine cell environment inside the 
manufacturing plant with similar interference sources as 
discussed at the machine level.  Upon reconfiguring the 
machine cell, the machine cell network will need to 
operate based on different locations for both the machine 
controllers as well as the cell controller.  To facilitate CSN 
reconfiguration, this should be carried out with minimal 
operator intervention. 

Plant Floor Level Communications 
The plant floor level communications are handled by the 
plant sensor network (PSN).  This network provides a 
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Figure 3:  Reconfigurable manufacturing 
communication requirements overview. 



pathway to allow remote interrogation and control of a cell 
or machine from the plant level.  The QoS will be 
dependent on the application, but, unlike the other two 
levels, QoS can be improved by packet retransmission.  
Security issues involving denial of service, unauthorized 
interception and unauthorized access are essential 
concerns of the manufacturing community.  The 
characteristics of the communication channel will be 
based on the manufacturing plant with access to the 
plant’s intranet or Internet provided through wireless 
access points (AP) located typically near the ceiling of the 
plant.  Interference is likely to be asymmetrical, since the 
downlink signal (signal received at the cell controller) is 
more likely to be impacted by interference than the uplink 
signal (signal received at the access point).  Upon 
reconfiguring the machine cell, the plant floor network will 
need to operate based on different locations for the 
machine controllers using the same locations for the plant 
access points. 

RMS Communication Traffic Generalizations 
To manufacture a part, the machine tools in a machine 
cell are required to perform a coordinated set of 
predetermined operations.  Based on these operations, 
the communications between the machine sensors and 
the machine controller are highly predictable.  Likewise, 
the traffic between the machine controller and machine 
cell controller are, to some degree, predictable.  Alarm 
events, such as a limit switch being tripped or thermal 
thresholds being exceeded, will generate traffic that is non 
predictable.  Even though there is a high degree of traffic 
predictability, there is a wide range of variation in both the 
data rates and QoS requirements associated with each 
sensor’s traffic.  To illustrate, an accelerometer used in 
controlling a cutting head position requires on the order of 
100 Hz update rate with 32 bits per axis resolution.  
Accelerometer information needs to be updated 
periodically within a set timing window with a high degree 
of reliability.  Failed consecutive transmissions can lead to 
a catastrophic failure and using retransmissions to 
improve QoS is not an option due to timing requirements.  
An alarm event such as a thermal sensor’s threshold 
being exceeded is a single event requiring immediate 
response by the controller.  Successful transmission of the 
event is critical within a fixed time interval from the alarm’s 
occurrence.  Failure of the alarm to be successfully 
transmitted to the controller can again result in 
catastrophic failure.  On the other hand, thermal sensors 
can be used to measure the thermal characteristics of a 
machine in order to adjust an operational set point and 
thereby improve machine performance.  In this case, the 
update rate is on the order of every few minutes per 
sensor and the QoS is more relaxed.  Receiving the 
information on a regular basis improves the machine’s 
performance, but missing an update or using 
retransmission to improve QoS would be acceptable. 
Understanding the RMS sensor information traffic flow is 
an important aspect for determining the resources and 
communication protocol required in designing a wireless 
network and in achieving the application’s communication 
requirements. 

3.2 Manufacturing RF Environment 
Advances in wireless communications over the past 
several decades can be attributed, in part, to incorporating 
the evolving comprehension of the RF channel 
characteristics into the communication system design.  By 
understanding the RF environment at the different 
communication levels, the RMS network design process 
and the ability to assess the design can be enhanced.  In 
order to characterize the RMS network’s RF environment, 
the radio signal propagation and RF interference sources 
need to be understood.  In the RMS network, the 

interference sources are comprised of both environmental 
noise sources such as certain machine tools and 
collocated wireless devices. 

RF Signal Propagation 
Extensive work is reported in the literature on 
characterizing the radio propagation in indoor 
environments [30], including industrial sites [31-37].  This 
body of work provides propagation characteristics and 
models suitable for both the PSN and CSN.  There is 
currently no literature found addressing the characteristics 
of radio propagation at the machine level, MSN. 
Understanding the RF signal propagation is essential for 
determining:  topological layout of the communication 
networks, interference mitigation and security issues.  The 
maximum separation between a transmitter and receiver 
in order to maintain reliable communication is dependent 
on the environment in which the communication occurs as 
well as the wireless devices being used.  As an example, 
the IEEE 802.11 WLAN specifies a frame error rate of less 
than 2108 −×  for a received signal of -80 dBm (decibels 
referenced to a milliwatt).  Likewise, the range at which 
one system operating on the same frequency band may 
interfere with another system is governed, in part, by the 
RF signal propagation.  From a security point of view, 
understanding the RF signal propagation provides insight 
on the locations at which RMS communication system can 
be compromised by either intercepted data or malicious 
attacks. 
RF signal propagation has a natural dichotomy for 
characterizing its behavior due to underlying 
electromagnetic propagation mechanisms: large scale 
propagation and multipath fading.  Based on an extensive 
measurement campaign made in five factories conducted 
by Rappaport [37], the large scale propagation for both 
PSN and CSN communication networks is well modeled 
by a log-normal shadowing model [26] 
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where ( )dPR  is the received power in dBm at a distance of 

d  from the transmitter, EIRP  is the transmitter’s effective 
isotropic radiated power, RG  is the receiver’s antenna 
gain in the direction of the signal propagation, n  is the 
path loss exponent, λ  is the wavelength of the carrier, 
and σX  is a zero mean log-normal distributed random 
variable (RV) with standard deviation σ .  Since σX  is 
zero mean, the sum of the first three terms in (1) 
represents the expected value of ( )dPR  and the received 
power is inversely proportional to the log of the distance 
where n  is the proportionality constant.  The RV σX  
models the variations in the received signal strength due 
to the variations in the obstructions between the 
transmitter and receiver, i.e., walls, inventory storage 
racks, machinery, and etc.  In [37], based on a least 
square error fit to the entire ensemble of collected data:  

2.2=n  and dB9.7=σ .  For individual measurement 
campaigns typical values of n  ranged from 1.8 to 2.8 with 
the lognormal shadowing standard deviation ranging from 
4 to 10.  Figure 4 illustrates the received signal power as a 
function of distance based on 2.2=n  and dB9.7=σ  using 
typical values for IEEE 802.11 operating at 2.4 GHz 
( dB 0 dBm, 20 == RGEIRP ).  In the figure, the shaded 
region represents plus and minus one sigma about the 
mean.  Since σX  is lognormal, the likelihood of the 
received signal occurring within the shaded region for a 
given distance is 68%. 



As indicated above, multipath fading is another important 
consideration when characterizing the manufacturing RF 
signal propagation.  Multipath fading is caused by multiple 
reflections of the transmitted signal arriving at the receiver.  
These reflections represent different wave fronts that have 
traveled through different paths and therefore are time 
delayed and phase shifted versions of the original 
transmission.  The received signal is therefore the vector 
sum of these signals.  Different methods can be employed 
to counter the effects of multipath fading.  One of most 
straight forward methods is to use a received signal fade 
margin when determining the coverage range for a 
transmitted signal.  The required fade margin can be on 
the order of 30 dB in an obstructed environment.  This 
would imply using -50 dBm as the receiver sensitivity for 
the IEEE 802.11. 

RF Interference 
RF interference occurs when the detection of the desired 
signal is corrupted by another signal at the intended 
receiver.  Based on current ISM band wireless protocols, 
data is transmitted based on packet transmissions.  A 
corrupted packet is detected at the receiver and a 
retransmission is initiated.  As indicated above, the impact 
of a corrupted signal will be dependent on the data stream 
affected.  In order for the desired signal to be corrupted, 
the interference signal must occur at the same time, 
frequency and with sufficient power.  There are two 
potential unintentional interference sources within the 
RMS Network.  First, communication networks operating in 
the same frequency band whose operations are 
uncoordinated.  Second, manufacturing equipment which 
produces harmonics within the communications networks 
frequency band. 
Since the wireless technologies being considered for the 
RMS network operate in the ISM band, the potential for 
interference exists between various MSNs operating 
adjacent to each other or between the various 
communication layers.  Methods for evaluating and 
designing networks which decrease the likelihood of 
interference between ISM wireless technologies is 
presented in [38-40]. 
In addition, certain machine tools are potential 
interference sources unique to the industrial environment.  
These interference sources include arc welders, power 
electronics, and induction motors.  Anecdotal evidence 
indicates these sources of interference may be of concern, 
even though limited empirical data from the literature 
would suggest otherwise.  In both [36, 37], they indicate 

interference from industrial noise sources is insignificant 
for communication systems operating above 1 or 1.6 GHz.  
In both cases, measurements where made at distances in 
excess of four meters from the noise sources.  Personal 
computers (PC) or micro-controls are another potential 
source of interference.  Clock speeds are near the 2.4 
GHz band and could cause interference to wireless 
devices operating in the 2.4GHz ISM band.  In order to 
ensure the reliability of the network operation, more details 
are required on the characteristics of these interference 
sources.  This is especially true for the MSN where 
network devices may operate within a meter or less of 
interference sources. 
4 OVERVIEW WIRELESS TECHNOLOGY 
A significant amount of interest and application 
development is occurring based on wireless devices which 
operate in one of the unlicensed (UL) spectrums.  Primary 
interest is for wireless devices operating in the 2.4 to 
2.4835 GHz ISM band due to the international availability 
of the frequency band.  In the US, wireless devices 
operating in the ISM band must operate under the FCC 
Part 15 rules and regulations.  The FCC regulates the 
operation, but users are not required to obtain a license or 
pay license fees. The FCC limits the transmit power of the 
devices operating in the 2.4GHz band and thereby limits 
the coverage range of the device.  Coverage range can be 
extended by two approaches:  decreasing the data rate 
and/or by using directional antennas. 
In the ISM band, a number of open and proprietary 
wireless standards have been and are being developed to 
satisfy different applications.  The family of IEEE 802.11 
standards [41] has become the de facto standard for 
WLAN.  A primary difference between the 802.11 
standards is the data rates supported by the standards as 
illustrated in Figure 5.  The standards provide a wireless 
Ethernet like protocol with a typical network topology 
based on a centralized node, access point (AP), providing 
a link to a number of nodes, i.e., the stations (STA).  To 
maintain reliable communications, the STA must be within 
the coverage range of the AP.  As indicated in Section 3, 
coverage range is dependent on the environment in which 
the wireless devices operate, but the nominal indoor 
coverage range is 100m.  The maximum data rate 
supported by the family of devices is 54 Mbps (802.11g & 
802.11a), but this data rate is typically only achievable at a 
fraction of the maximum coverage range.  The IEEE 
802.11 family of standards can be used to support the 
design requirements for the PLC and MLC levels of 
communication within the RMS.  Due to the nature of the 
current IEEE 802.11 protocols, the standards are less 
suited for satisfying the MLC requirements. 
Another set of IEEE standards, IEEE 802.15 [42-44], have 
been developed to satisfy a different set of application 
communication requirements, i.e., WPAN.  As indicated in 
Figure 5, these standards again support a wide range of 
data rates, but hardware complexity, cost and power 
requirements also differentiate these standards.  

Figure 4:  Received signal power versus distance 
based on typical values for IEEE 802.11 
operating in a typical industrial environment. 
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Coverage range is typically less than 10 m.  Maximum 
data rates range from 0.25 Mbps for the IEEE 802.15.4 to 
approximately 54 Mbps for the proposed IEEE 802.15.3 
standard.  The IEEE 802.15 devices are less suited to 
handle the communication requirements for the PLC due 
to the limited coverage range, but several strong 
candidates for satisfying the MLC requirements are 
provided. 
5 SUMMARY 
Wireless communications provides a natural ability to 
support the flexibility required by reconfigurable 
manufacturing systems (RMS).  The formulation of a 
wireless communication solution for RMS will need to 
address issues concerning:  implementation complexity, 
reliability and security.  These issues need to be 
addressed in the context of the application as well as in 
the context of the application’s environment.  A framework 
for designing a wireless network to support the 
communication requirements for RMS was presented. 
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