


including Google+ do not provide effective mechanism to 
support collaborative privacy control over shared data. Several 
access control schemes (e.g., [2], [3]) have been recently 
introduced to support fine-grained authorization specifications 
for OSNs. Unfortunately, these schemes also only allow a 
single controller, the resource owner, to specify access control 
policies. Indeed, in addition to the owner (the user owning 
the content in his/her space) of content, other controllers, 
including the contributor (the user publishing the content 
in someone else's space), stakeholder (the user tagged and 
associated with the content) and disseminator (the user sharing 
the content from someone else's space to his/her space) of 
content, need to govern the access of the shared data as well 
due to possibly different privacy concerns. 

In real life, users naturally group their connections (the 
people they know) into social circles, and also assign them 
different priorities called trust. Social circles and trust among 
connections can help a user determine how to interact with 
other users. The "circles" in Google+ can directly reflect the 
feature of social circles in real life of a user. However, the 
concept of "trust" cannot be explicitly represented in existing 
OSNs including Google+. Obviously, even users in a same 
circle may represent different degrees of trust, and users' 
trustworthiness can be also leveraged to determine who are 
authorized to access a resource. For example, a user may want 
to disclose business documents to only co-workers who are 
with high trust levels. Thus, in our multiparty access control 
model called MPAC+, we assume users can explicitly specify 
how much they trust others by assigning each of them a trust 
level when they group their connections into circles in OSNs. 

We now formally define our MPAC+ model as follows: 

• U = {U1, ... , un} is a set of users of the OSN. Each 
user has a unique identifier; 

• C = {CI' ... , cm} is a set of circles created by users in 
the OSN. Each circle is identified by a unique identifier 
as well; 

• 0 = {01' ... , op} is a set of contents in the OSN. Each 
content also has a unique identifier; 

• P = {PI, ... , pq} is a set of user profile items in the 
OSN. Each profile item is a <attribute: profile-value> 

pair, Pi =< attri : pvaluei >, where attri is an attribute 
identifier and pvaluei is the attribute value; 

• U C = {UCI' ... , UCtr} is a collection of user circle sets, 
where UCi = {UCil ' ... , UCis} is a set of circles created 
by a user i E U, where UCij E C; 

• UP = {Up1' ... , uPv} is a collection of user profile sets, 
where UPi = {UPi1, ... , UPiw} is the profile of a user 
i E U, where UPij E P; 

• CT = {OW,CB,SH,DS} is a set of controller types, 
indicating OwnerOf, ContributorOJ, StakeholderOJ, and 
DisseminatorOJ, respectively; 

• CO = {COctl, ... , COctx} is a collection of binary 
user-to-content relations, where COcti � U X 0 specifies 
a set of < user, content > pairs with a controller type 
cti E CT; 

• T L = {til, ... , tly} is a set of supported trust levels, 

which are assumed to be in the closed interval [0,1] in 
our model; 

• CUT � C x U x T L is a set of 3-tuples < circle, user, 
trusClevel > representing user-to-circle membership 
relations (MemberOf) with assigned trust levels; 

• controllers : 0 � 2u, a function mapping each 
content a E 0 to a set of users who are the controllers 
of the content with the controller type ct E CT: 

controllers(o : 0, ct : CT) = {u E U I (u,o) E 
COct}; 

• user _own_circles: U ---+ 2c, a function mapping each 
user U E U to a set of circles created by this user: 

user _own_circles ( U : U) = {c E C I (3ucu E 
UC)[c E uCu]}; 

• circle_contain_users : C ---+ 2u, a function mapping 
each circle c E C to a set of users who are the members 
of this circle: 

circle_contain_users(c: C) = {u E U I (c, u, *) I E 
CUT}; 

• user _extended_circles : U ---+ 2c, a function mapping 
each user U E U to a set of circles of the user's circles: 

user _extended_circles( U U) {c E 
C I (3u

' 
E circle_contain_users(c

'
) 1\ c

' 
E 

user _ownJircles(u))[c E user _ownJircles(u
'
)]}; 

• trusClevel : C, U ---+ T L, a function returning the trust 
level of a user-to-circle membership relation: 

trusUevel(c : C, u : U) = {tl E TL I (c, u, tl) E 
CUT}; 

B. MPAC+ Policy Specification 

Our policy specification scheme is constructed based on the 
proposed MPAC+ model. In our model, each controller of a 
shared resource can specify one or more rules as a policy that 
can govern who can access the resource. 

Accessor Specification: Accessors are a set of users who 
are granted to access the shared data. In Google+, accessors 
can be specified with a set of circles. In addition, as we 
discussed previously, trust levels can be used as constraints 
on determining authorized users in our model. We formally 
define the accessor specification as follows: 
Definition 1: (Accessor Specification). Let ac E C U 

{AICCircles} U {Extended_Circles} U {*} be a specific 
circle c E C, all circles or extended circles of the controller 
who defines the policy, or everyone ( * ) in the OSN. Let 
tlmin E T Land tlmax E T L be, respectively, the minimum 
trust level and the maximum trust level that the users in ac 
must have. The accessor specification is defined as a set, 
{aI, ... , an}, where each element is a tuple < ac, tlmin > 
for positive rule (with "permit" effect) or < ac, tlmax > for 
negative rule (with "deny" effect). 

Data Specification: In Google+, users can share their contents, 
profiles, even circles with others. To facilitate effective policy 
conflict resolution for multiparty access control, we introduce 
sensitivity levels for data specification, which are assigned 

I "*",, is to indicate any value of the trust level within the tuple. 
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Sigma. The metric we use for evaluation is the total Privacy 
Risk (PR) plus the total Sharing Loss (SL) from all controllers 
based on the outcome of the access attempt. 

We evaluate the outcome in a few cases. The outcome is 
a measurement of average expected privacy risk and sharing 
loss (which uses average trust levels and average sensitivity 
levels). It should be noted, however, that higher trust or lower 
sensitivity would simply lower the magnitude of the final 
measurements and lower trust or higher sensitivity would 
simply increase the magnitude of the final measurements, 
but the comparison still holds. Additionally, since we are 
evaluating on a single-accessor basis, number of friends or 
circles allowed or denied do not affect the results. 

One case is trivial: in both Google+ and Sigma, if all users 
agree on the same privacy setting, there are no conflicts to 
resolve. The result is 0 PR and 0 SL in either Google+ or 
Sigma. This is considered the best case. The rest of the cases 
and evaluation results are shown in Figure 4. 
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Fig. 4. Privacy Risk and Sharing Loss in Google+ and ���#�!�&���8in Six Cases. 

Case 1 is in Google+ (or any owner-override situation) 
where all of the stakeholders in a photo disagree with the 
owner. This is a worst-case for Google+. This can be compared 
with Case 6, which is the same access decision in Sigma. 
In Google+ the privacy risk or sharing loss grows with each 
non-owner controller, as his or her decision is being violated. 
In Sigma, this is only slightly different from the best-case 
scenario. In Cases 2-5, half of the stakeholders agree with the 
owner. In Case 2, the owner allows in Google+ and in Case 
3 the owner denies in Sigma. In Case 4 the owner denies in 
Google+ and in Case 5 the owner allows in Sigma. This can be 
considered an "average case". In these cases, Sigma's scores 
increase at the same rate as Google+. This shows that Sigma 
is at least as good as Google+, until one considers the fact 
that this "average case" for Google+ is actually the worst case 
for Sigma. 

It is important to note that the rate of PR or SL as number 
of controllers increases is at most 112 in Sigma. This is due 
to the fact that the maximum proportion of controllers whose 
preferences are being violated is 1/2, since (given the same 
sensitivity and trust settings) more than 50% controllers in 
agreement determine the decision. In Google+, this is not the 

case. In fact, PR or SL will increase for every new controller 
who disagrees with the owner since the decision is never 
changed. This is why Cases 2 and 4 increase at the same rate 
as Sigma's maximum rate in Cases 3 and 5 - every second 
controller disagrees with the owner. Thus, Sigma's worst case 
is at least as effective at giving user preference as Google+ 
and can only be better in other cases. 

IV. CONCLUSION AND FUTURE WORK 

In this paper, we have proposed a novel mechanism for 
collaboratively controlling the shared data in Google+. A 
multiparty access control model has been formulated. A proof­
of-concept implementation of our solution called Sigma and 
the system evaluation of our approach have been discussed as 
well. As part of our future work, we will implement and eval­
uate our approach in Google+ platform once Google releases 
the Google+ application development API. In addition, we 
would study inference-based techniques [11] for both smarter 
circle management and automatic configuration of privacy 
preferences in Google+. Moreover, we plan to conduct model 
and policy analysis [4], [8] for multiparty access control in 
OSNs. 
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