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Foreword 

 

Obtaining a good degree of security in their Information Systems is one of the 
most pressing challenges facing all kind of organisations today. Although many 
companies have already discovered how critical information is to the success of 
their business operations, very few have managed to be effective in keeping their 
information safe, in avoiding unauthorised access, preventing intrusions, 
stopping secret information disclosure, etc.  
 
Nowadays, rapid technological advances are stimulating a greater use of 
information systems in organisations world-wide, which handle large quantities 
of data, managed by huge databases and datawarehouses. In addition, 
information systems quite frequently manage information that can be considered 
sensitive, since it is related to certain intimate or personal aspects of persons 
(beliefs, medical data, sexual tendencies, etc.) and which must be specially 
protected. 
 
Many organisations, including not only companies but also governments of 
several countries, are now realising how security problems can affect both 
business success and citizen rights, and they are proposing security policies, 
security planning, personal data protection laws, etc. 
 
All of these, including technological, legislative, ethical and political factors, 
justifies the importance of secure information systems, and encourage us to 
research in new techniques, models and methodologies, which could aid 
designers developing and implanting safe information systems which both 
protect information and keep within the law. These facts, also, justifies the 
organization of WOSIS 2004. 
 
The aim of this workshop is to serve as a forum to gather academics, researchers, 
practitioners and students in the field of Security in Information Systems by 
presenting new developments, lessons learned from real world cases, and 
providing the exchange of ideas and discussion on specific areas. From this point 
of view, the WOSIS 2004 workshop has been a great success, but it would be 
naïve and pretentious to consider that this success has only been due to their 
organizers. This is not the case. The organizers of the ICEIS 2004, specially 
Victor Pedrosa and Joaquim Felipe, have been very helpful and proactive. The 
invited speakers, Professors Yvo Desmedt and Sushil Jajodia, have contributed a 
lot to increment the atractiveness and prestige of the WOSIS, helping just by 
joining us to bring the number of received papers to an overall maximum.  
 
In these conditions, the review proccess has been specially difficult and long, (we 
have received 53 submissions, of which only 28 papers have been accepted) and 
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it would have been hell if we had not the invaluable help of a very prestigious, 
competent and flexible Program Committee with the following members: 
Claudia Barenco from the University of Brazilia, Brazil; Ian Brown from the 
FIRP & University College London, UK; Sabrina De Capitani di Vimercati and 
Ernesto Damiani from the Università degli Studi di Milano, Italy; Ed Dawson, 
from the Information Security Research Center, Queensland, Australia; Markus 
Dichtl, from Siemens AG, München, Germany; Csilla Farkas from the 
University of South Carolina, USA; Mariagrazia Fugini from the Politecnico di 
Milano. Italy; Christian Geuer-Pollmann, of the European Microsoft Innovation 
Center, Germany; Sushil Jajodia, from George Mason University. USA; Narayana 
Jayaram from North London University, London, UK; Willem Jonker, of the 
University of Twente, The Netherlands; Vasilios Katos, of Portsmouth 
University. UK; Jorge Nakahara form Sao Paulo University. Brazil; Mario Piattini 
form the University of Castilla-La Mancha, Spain; Jean-Jacques Quisquater of the 
Université Catholique de Louvain, Belgium; Nicolas Sendrier of INRIA 
Rocquencourt, France; Simon Shepherd of Bradford University, Bradford, UK; 
José María Sierra form Carlos III University, Madrid, Spain; Jacques Stern, from 
the Ecole Normale Supérieure, Paris, France; Robert Tolksdorf of the Freie 
Universität Berlin, Germany; Ambrosio Toval, of the University of Murcia. 
Spain; Serge Vaudenay from the Ecole Polytechnique Federale de Lausanne, 
Swizertland; Duminda Wijesekera from George Mason, USA 
 
We should thank all of them.  
We should thank also all the authors who submitted papers to the Workshop, 
being them accepted or not. The quality was quite high and we must reject some 
papers of value. 
 
Additionally, the inclusión of a selection of some of the best papers of the 
Workshop in an special issue of the Information Systems Security Journal, by 
Auerbach Press, has also contributed to increase the visibility and success of this 
year’s WOSIS. Thanks very much to Rich O’Hanley, the editor, it was a pleasure 
to work with you. 
 
Finally, we would like to note that we will make our best to repeat this success 
next year.  
 
The WOSIS 2004 Organizers 
Eduardo Fernández Medina Patón 
Julio César Hernández Castro 
Javier García Villalba 
 
Editors and Co-Chairs 
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Abstract. In this paper we outline a new process model for security engineering. 
This process model extends object oriented, use case driven software development 
by the systematic treatment of security related issues. We introduce the notion of 
security aspects describing security relevant requirements and measures at a 
certain level of abstraction. We define a micro-process for security analysis 
supporting the systematic development of secure components within iterative 
systems development. 

1   Introduction 

Due to the increasing number of distributed applications security plays a more and 
more important role within systems development. In particular, evolving new web 
technologies supporting the dynamic interconnection between software components 
and novel mobile devices require a high level of security. 

Today's process models like the Unified Process ([1, 2]) or Catalysis ([3]) treat 
security aspects as non-functional requirements among others. Our claim is that 
security is a requirement which has to be considered in all stages of development and 
which needs particular modelling techniques to be captured.  

Moreover, the development of secure systems poses particular challenges to the 
development process. This comprises the separation of requirements and measures, 
the traceability of security requirements, the correctness of the measures taken and the 
completeness of requirements and measures.  

Observing that security relevant issues are often merely considered at the technical 
level (by using encryption techniques, security protocols, logging etc.) our main goal 
is to separate abstraction levels and to specify requirements and measures at the 
appropriate level. This ranges from eliciting security requirements in the business 
model, taking into account security specific aspects at the level of work processes to 
the technical level of the software architecture. A first step towards this aim has been 



achieved in [4, 5, 6, 7]. 
We describe both security requirements and measures in the artefact of the core 

process and call these requirements and measures security aspects. Our core process 
is based on a general approach which can be easily mapped to any of the established 
process models [8]. The core artefacts are the Business Model (describing work 
processes), the System Requirements (describing the system’s use cases), the 
Application Architecture (describing the system’s logical components and the core 
message flows) and the Software Architecture (describing the technical structure). 

A special challenge to the development process of security critical systems is 
imposed by the concept of iterative software construction. For instance, the 
introduction of classes in a new increment requires an elaboration of the access rights 
which in turn may lead to new measures and use cases (e.g. logging the access to the 
new objects and surveying this logging information).  

We meet this challenge by introducing a micro-process for security analysis. The 
micro-process comprises the five steps of security requirements elicitation, threats and 
risk analysis, taking measures and the correctness check relating measures and 
requirements. These five steps are repeatedly performed at each level of abstraction 
during the incremental development. 

The two steps of threats and risk analysis support the transition from requirements 
to measures by gathering the potential threats related to the security requirements and 
by estimating the occurrence of each threat and its potential harm. Separating the 
application and the technical level we define two new artefacts - the Application 
Risks and the Technical Risks containing the description of threats and risks at the 
respective level of abstraction. 

The structuring of this paper is as follows. In section 2 we outline the principles of 
the design process our approach is based on. Section 3 presents the activities and 
artefacts of our process model and in section 4 a conclusion is drawn.  

We illustrate this process model with a case study based on “TimeTool”, a 
software project which was realized at the University of Innsbruck. TimeTool is a 
software package supporting project controlling and administration. Based on a three 
tier architecture it was implemented on top of the J2EE platform. The application is 
accessed through a web front-end. Team workers’ working time is calculated in real 
time through a log in / log out timestamp, with the option of performing the entries 
manually under special circumstances. The system performs specific checks (on date 
and booked time) automatically and offers administrative and controlling features to 
the project manager (team worker management, statistical reports generation).  

2   Basic Concepts of an Object Oriented Software Process 

In this section we present the key concepts of the core object oriented process.  
The Business Model captures the organizational environment of the IT-system. It 

describes the actors, the activities and the objects. In TimeTool the actors are the 
project manager, the team worker and the administrator. Example activities are Book 
Worked Hours and Post Adjustment. Example objects in the application domain are 
the project, the booking and the team worker. 
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Actors, activities and objects are modelled in activity diagrams and class 
diagrams. In its system view the business model focuses on the work processes and is 
independent of the IT-system. 

The System Requirements consist of the use case diagram and the class model  
and give a black box view of the system. A sample use case is Book Worked Hours. 

Commonly, the class model of the System Requirements is a refined version of the 
class model of the Business Model. The textual description of a use case comprises 
sections for pre- and post-conditions of the use case, for the main steps and 
interactions when performing the use case and sections for exceptions and variants. 

The Application Architecture refines the level of description. The system is 
divided into a set of logical components. Each component is responsible for a portion 
of the system structure and behaviour. It consists of component diagrams, a set of 
sequence diagrams and state diagrams. Interfaces enable the independent 
development of the system components. Textual descriptions of the use cases are 
refined into scenarios, describing the use cases as message flows between objects. 

Besides the artefacts themselves, their sequence and interdependencies form the 
main characteristics of a process. In this respect, iterative development [2] is one of 
the most important concepts in modern process models. For instance, for the System 
Requirements this means, that not all use cases are specified in detail in a first step but 
only the kernel ones, and other use cases are specified in later stages of design. 

3   Core Concepts of a Process Model for Security Engineering 

In this section we present the concepts of our process model. The core idea is the 
introduction of a micro-process which we call Security Analysis. In section 3.1 we 
clarify the basic idea of the micro-process and its integration in the core process. 
Section 3.2 is devoted to the security enhanced artefact. 

3.1   The Security Analysis Process 

Security related aspects in the software lifecycle are tackled in a five step approach 
which we call Security Analysis (Table 1).  

We illustrate these five steps by the scenario in Table 2. In our process model we 
treat the Security Analysis as a micro-process which is performed at each level of 
abstraction and for each increment. This has the following advantages: 
• Requirements and measures are each explored and described at the appropriate 

level of detail. Each security requirement can be traced along the levels of 
abstraction. More precisely, each requirement is transformed into one or several 
requirements or into some measure at the abstraction level beneath. 
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Table 1. The Security Analysis Process 

1. Security Requirements Elicitation – Specify security requirements in the 
context of the core artefact. 

2. Threats Modelling – Gather potential threats related with the security 
requirements. 

3. Risk Analysis – Estimate the occurrence of every threat and its potential 
harm either quantitatively or qualitatively. This provides the basis for the 
decision whether a threat has to be countered or not. 

4. Measures Design – Design appropriate measures taking into account the 
result of the risk analysis and integrate the description of these measures into 
the core artefacts. 

5. Correctness Check – Check the chosen measures (formally or informally) 
against the specified requirements and decide what requirements still wait for 
realisation. 

Table 2. Scenario of a Security Analysis 

1. The non-repudiation of the activity Adjustment Posting (performed either by 
the project manager or the team worker) is identified as a security 
requirement in the business model of “TimeTool”. 

2. This activity is associated with the following threats: 
-The team worker performs a positive time adjustment on her account in 
order to increase her billable time. 
- The project manager performs negative time adjustments on several 
accounts in order to hide budget overruns. 

3. The probability of occurrence is estimated as high, the possible damage is 
estimated as substantial. 

4. The measures to counter the threats involve both the business level and the 
IT System. On the one hand side the business process is reorganised and 
improved, e.g. adjustment postings require additional information and 
involved parties are automatically notified. On the other hand a functional 
requirement, namely that all Adjustment Postings have to be logged by the 
system is added to the System Requirements. 

5. The proposed measures are checked against the requirement of non-
repudiation. The result of this new requirement is that the involved parties 
must not have access to logging information. 

Security Aspects. Security measures at one level of abstraction may be seen as 
security requirements at a lower level of abstraction. This is why we generalise 
requirements and measures to the concept of security aspects. 

Security aspects are security relevant parts described in the core artefact. For 
expressing some of the security aspects we introduce extended notation techniques, 
e.g. in the Business Model. Other security aspects can be described within the UML 
notation (e.g. sequence or state diagrams can be used to describe security protocols). 
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A core idea in our approach is that we relate security aspects by a realisation 
relation. Each security aspect is realised by zero, one or many other security aspects. 
For instance, the security aspect of non-repudiation in the Business Model of the 
sample scenario of Table 2 is realised by a business process enhancement and a 
logging mechanism. Aspects realised by no other aspect are measures at the lowest 
level of abstraction. In general, the realisation relation may relate aspects at different 
levels of abstraction (in different core artefacts) or at the same level of abstraction. 
The relation is many-to-many. Our approach has the advantage that security 
requirements and measures can be traced through several artefact. This supports a 
systematic check for correctness and completeness. 

Artefacts and their Integration into the Process. The enhanced process involves 
the following artefacts: 
• All core artefacts are also part of the enhanced process. We extend these core 

artefacts by techniques and methods to express security requirements at the given 
level of abstraction. 

• We define two additional artefacts – the Application Level Risks and the Technical 
Risks – documenting threats and risks at the application and platform-dependent 
level. 

Table 3. Iterations of a Given Core Artefact 

Step 0: Develop the core artefact as described in the core process. 
Step 1:  Enhance this artefact by security aspects modelling requirements 

according to given methodological guidelines. 
Step 2, 3:  Analyse related threats and risks in the respective Risks artefact. 
Step 4: Integrate security aspects in the core artefact modelling measures. 

These security measures may refer to security aspects of the 
abstraction level above or of the same abstraction level. 
Document the realisation relation between the new aspect and the 
given aspects. 

Step 5: Perform the correctness check and eventually add refined security 
aspects to be fulfilled by the abstraction level beneath. 

The Risks artefacts complement the specification of requirements by supporting 
the choice of appropriate measures and the definition of test cases. In the Risks 
artefacts both external and internal risks are analysed. From the viewpoint of a given 
core artefact  the Security Analysis results in the series of steps (for each increment) 
depicted in Table 3.  

A crucial aspect in this method is the comprehensive specification of security 
requirements. In our approach we provide systematic checks of the base models with 
respect to the following settled set of objectives: 
• Confidentiality – keeping content from all but those authorised to have it 
• Authenticity – establishing the validity of transmission, message or originator 
• Data Integrity – prevention of unauthorised modification of data 
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• Non-Repudiation - guarantee that an entity cannot deny previous commitments of 
actions 

• Availability – ensuring that unauthorised subjects cannot prevent authorised ones 
from the execution of their functions 
Figure 1 summarises the activities and artefact of the enhanced process. In the 

subsequent section we will demonstrate the application of our process in more detail 
focusing on the security enhancements of the core artefact. 
  
 
 
 
 
 
 
 

 

 

 

Figure 1. The Security Process Model 

3.2   Security Enhanced Core Artefacts 

In the following we briefly describe for each artefact how security requirements are 
specified, what kind of threats are captured in the correlated Risks document and what 
kind of measures the core artefact may comprise. In our approach we follow a 
schematic pattern-based elicitation of security requirements. This may be 
complemented by textual or formal specifications. For a more detailed presentation 
we refer to related publications ([9, 10]). 

Business Model. The systematic security check of the given business model 
comprises the following aspects. 

Confidentiality is specified at the business level at a rough level of detail in the 
class diagram. Each class (or attribute) is provided with one of the keywords public, 
confidential or secret. Another aspect is related with the object flow between 
activities. Object flows between different actors require some data exchange. For 
every single object flow in the business process model we have to check if 
confidentiality of the object involved is critical. Data Integrity concerns the access to 
objects and is captured by the security levels in the class diagram described above. 
Moreover, analogously to above, each object flow in the process model is checked for 
the aspect of data integrity. 
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As an example, think of the workflow of an adjustment posting (Figure 2). Since 
the adjustment posting and its confirmation as well as the generated notification 
contain the data about billable time both, their confidentiality and integrity is critical. 

Authenticity is a requirement which refers to activities and actors in the business 
model. Each activity has to be checked if authenticity of the executing actor is a 
critical requirement. In our example the project manager has to be authenticated when 
executing the activities confirm adjustment and, like any team worker, perform 
booking (of his billable time spent on project). 

Non-repudiation is again a requirement involving activities and actors. For each 
activity it has to be checked if it is important that the executing actor cannot repudiate 
the execution of this activity. In our case study the activity Post Adjustment is 
associated with the requirement of non-repudiation. 

Each of the security requirements related threats, like the one described in Figure 
2 (item 2), has to be described in the Application Level Risks document and 
estimated. Measures at the level of the business model may involve the reorganisation 
of work processes typically including the separation of duties and the way of handling 
objects (e.g. requiring the destruction of certain documents after use). 
 

 

 

 

 

 

 

 

 

 

Figure 2. Sample Object Flow with Security Requirements 

System Requirements. In the System Requirements document the security 
requirements of the business model are systematically detailed and put into the 
context of the use cases and the extended class diagram.  

An important activity within the specification of system requirements is the 
development of a detailed access policy. In [11] we present a formally based model 
for specifying access rights in the context of class diagrams and use case diagrams. 
Using an extension of OCL predicates (or informal text) the model describes for each 
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actor and each class (or, on a more detailed level, for each method or attribute) the 
kind of permission. As examples we specify:  

The team worker has read access to his own accounted working hours. 
The team worker has write access on his own accounted working hours whose 
status I not set to “frozen”.  
The project manager has read access to the accounted hours of all projects 
members of his project. 

Here reading and writing access means an indirect access through application of 
the use cases. The access policy is developed in cooperation with customers and/or 
end-users. If the access rights are specified formally they can be automatically 
transformed into code. For a more detailed presentation of our specification 
framework we refer to [11]. 

Other security relevant aspects are part of the textual description of use cases or 
are treated in new use cases (such as the use case log in in which the authentication 
takes place). The schematic textual description of use cases is now extended by a 
section security, describing the enhanced security aspects. 

As an example, the textual description of the use case Adjustment Posting is 
enhanced by the security aspects A1 and A2 as shown in Table 4. Both requirements 
are refined versions of the security requirements in the business model. 

Table 4. Security Section of the Use Case Adjustment Posting 

use case Adjustment Posting 
… (previous textual description of the use case) 
security  
A1 The adjustment posting is logged by the system. 
A2 The team worker has to be authenticated before starting the use 

case. 
A3 Web browser and TimeTool have to authenticate each other 

before the transaction starts. 
A4 The system must guarantee the confidentiality and integrity of 

the input data. 
A5 The use case must be available during extended working hours 

(6a.m. to 22a.m.) with a maximum of 2 continuous working 
days breakdown per month.  

Further security requirements contained in the use case description analyse the 
communication with external systems. In our example the use case Adjustment 
Posting involves the communication with the web browser of the client. Since 
confidential data is sent across the network, requirements A3 and A4 were added to 
the security section on the present use case. 

Finally, another requirement which comes into play at this level of abstraction is 
availability (A5) which guarantees a minimum availability of the system during 
working hours and days. 
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The security analysis of the use cases in general leads to new threats (like the 
threat that a team member tries to manipulate the logging information). These threats 
have to be integrated in the Application Level Risks document and should be linked 
with the relevant parts in the System Requirements. 

Application Architecture. Based on the security requirements stated in the System 
Requirements, the security enhancement of the Application Architecture mainly deals 
with the design of appropriate measures. This comprises the following steps: 
• Definition of logical security components and their interfaces 
• Extension of the sequence diagrams describing the message flow of use case 

execution by security specific messages 
Concerning the security requirements of the use case model the development of the 

(Security) Application Architecture involves the following kind of measures: 
• Design of authentication procedures 
• Access control and access rights management at the application level 
• Error tracing measures (e.g. for authentication and access control) 
• Introduction of security protocols for data integrity, confidentiality and non-

repudiation 
As an example, the use of a challenge-response protocol for authentication or of 

blind signatures for data integrity is chosen at this level of abstraction. The check of 
correctness of these measures against the requirements may require complex 
mathematical proofs. 

For this reason and for the systematic transition from requirements to measures the 
use of security patterns is of great importance in this stage of design. Catalogs and 
classifications of security patterns currently are developed by a number of groups [12, 
13, 14, 15]. However, the flexible integration of security patterns into concrete 
models still poses a number of unsolved problems, e.g. concerning the dynamic 
behaviour of the resulting system and the combination and interference of patterns. 

Threats recovered at the level of the Application Architecture relate to the chosen 
measures. An example for this are the threats created when applying the still very 
popular perimeter security model of the “mainframe era” to a distributed server 
environment [16]. 

Software Architecture. This phase starts with the design of the basic architecture 
(comprising the network structure, database structure, choice of programming 
languages, frameworks and so on) and the logical components which are distributed 
across network nodes. 

The security enhancement to the Software Architecture (Security Software 
Architecture for short) is then developed in five consecutive steps as listed in Table 2. 

After the mapping of the security requirements stated in the System Requirements  
and the Application Architecture, the technical threats of this basic architecture are 
analysed. The technical threats can be gathered independently of the application 
domain e.g. based on checklists [17, 18, 19]. Examples for technical threats in a 
concrete architecture are wiretaps, insider abuse of net access or system penetration. 
After being identified each technical threat is related with the application-level threats 
cross-checking the technical and the application-dependent level. The third step leads 
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to an estimation of associated risks (taking into account the technical opportunities of 
the attacker and the possible damage). 

In the fourth step the security architecture is designed. Typically this comprises 
the following aspects: 
• realisation of the security measures described in the Application Architecture on 

the chosen platform 
• selection of special hardware devices (such as smart cards, key generators) 
• access control of databases 
• choice of predefined components or frameworks supporting security (like PGP, 

J2EE, etc.) 
• introduction of measures ensuring the availability of system services and disaster 

recovery 
Finally, the proposed measures have to be evaluated in their compliance with the 

requirements defined at the beginning of the phase. 
For the development of the Software Architecture the security of the basic 
environment has to be taken into account as well. If the system runs on a platform 
which provides basic protection (e.g. through firewalls, intrusion detections, virus 
scanners) the related aspects do not have to be analysed in the context of the project. 
In the other case the basic protection has to be provided as part of the systems 
development. 

Concerning the systematic transition from the Application Architecture to the 
Software Architecture the use of frameworks or model driven approaches is the 
primary choice. Their goal is the realisation of systems in a platform-independent 
style following the idea that the framework takes over the platform-dependent part of 
the work. A prominent exponent of such approaches is the J2EE-environment [20]. In 
SECTINO we develop a framework for developing secure workflows based on Web 
Services [25]. 

4   Conclusion 

In the preceding sections we sketched a process model supporting the systematic 
development of security-critical systems within the framework of object oriented use 
case based modelling. Security analysis is integrated via a micro-process specifying a 
series of consecutive steps, which are repeatedly applied and refined through all the 
stages of the design process.  

The comprehensive view of the whole design process across all layers of 
abstraction and its rigorous support of traceability distinguishes our approach to the 
development of secure systems from related work, e.g. [6, 21, 22, 23, 24, 26, 27, 28]. 
Our process model aims to integrate these existing approaches to security 
engineering.  
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Our goal is to develop a tool-supported process appropriate for industrial use. 
Positive results from pilot projects in an industrial context encourage us to move 
further to this direction. Currently, the process model is extended and elaborated by 
our groups in many directions, ranging from the formal modelling of access policies, 
the tool-supported management of requirements, threats and risks to the platform-
independent development of security solutions to component framework (J2EE / 
.NET) related security issues. 
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Abstract. In this paper we investigate one aspect of RBAC administration con-
cerning assignment of users to roles. A user-role assignment model can also be
used for managing user-group assignment. We overview a constrained user-group
assignment model and describe its implementation in the Linux system. Rather
than set user and file rights individually for each and every user, the adminis-
trator can give rights to various groups, then place users within those groups in
Linux. Each user within a group inherits the rights associated with that group. We
describe an experiment to extend the Linux group mechanism to include group hi-
erarchies and decentralized user-group assignment can be implemented by means
of setgid programs.

1 INTRODUCTION

Role-based access control (RBAC) has received considerable attention as a promis-
ing alternative to traditional discretionary and mandatory access controls (see, for ex-
ample, [NO95,FCK95,GI96,SCFY96,JGAS01]). In RBAC permissions are associated
with roles, and users are made members of appropriate roles thereby acquiring the roles’
permissions. This greatly simplifies management of permissions. Roles are created for
the various job functions in an organization and users are assigned to roles based on
their responsibilities and qualifications. Users can be easily reassigned from one role
to another. Roles can be granted new permissions as new applications and systems are
incorporated, and permissions can be revoked from roles as needed.

Sandhu and Bhamidipati [SB97] introduced the URA97 model for decentralized
administration of user-role membership (URA97 stands for user-role assignment 1997).
They simply focused on user-role assignment without consideration of the important
constraints such as separation of duty (SOD) constraints. An example of SOD policy
may be “the patent submitted to a patent authorization agency can be reviewed only by a
member of its patent review committee.” This simple role-based access control may not
be adequate for expressing many business policies. An example of such policy is “none
of the applicants of the patent is eligible to review a patent, even though the applicant
is a patent review committee member.” These policies, also known as SOD constraints
should be dealt with user-role assignment.

Constraints are an important aspect of RBAC and are often regarded as one of the
principal motivations behind RBAC. Although the importance of constraints in RBAC



has been recognized for a long time, they have not received much attention. [AS00]
recently showed that role-based authorization constraints can be expressed by the spec-
ification language called RCL 2000. We use the concept of static separation of duty
(SSOD) borrowed from this work. The central contribution of this article is to describe
how we can achieve this kind of constraints during user-role assignment named con-
strained user-role assignment as an extension of URA97.

A user-role assignment model can also be used for managing user-group assignment
and therefore has applicability beyond RBAC. The notion of a role is similar to that of
a group, particularly when we focus on the issue of user-role or user-group member-
ship. For our purpose in this paper we can treat the concepts of roles and groups as
essentially identical. The difference between roles and groups was hotly debated at the
ACM Workshop [YCS95,San97]. There exists the consensus that a group is a named
collection of users (and possibly other groups). Groups serve as a convenient shorthand
notation for collections of users and that is the main motivation for introducing them.
Roles are similar to groups in that they can serve as a shorthand for collections of users,
but they go beyond groups in also serving as a shorthand for a collection of permissions.
Assigning users to roles or users to groups are therefore essentially the same function.

The rest of the paper is organized as follows. In section 2, we review the URA97
grant model. Section 3 discusses role-based authorization constraints. Section 4 de-
scribes constrained user-group assignment (CONUGA) including implementation de-
tails. Section 5 concludes the paper.

2 OVERVIEW OF URA97 MODEL

This section reviews URA97. We often use the term group as an identical notion of role.
Our description of URA97 is informal and intuitive. A formal statement of URA97 is
given in [SB97]. In this section we s imply give a quick overview of the grant model
which is dealing with granting a user membership in a group.

2.1 User-Group Grant Model

URA97 imposes restrictions on which users can be added to a group by whom. URA97
requires a hierarchy of groups (such as in Figure 1) and a hierarchy of administrative
groups (such as in Figure 2). The set of groups and administrative groups are required to
be disjoint. Senior groups are shown toward the top and junior ones toward the bottom.
Senior groups inherit permissions from junior groups. We writex > y to denotex is
senior toy with obvious extension tox ≥ y. The notion of prerequisite condition is a
key part of URA97. User-group assignment is authorized in URA97 by thecan-assign
relation.

Definition 1. A prerequisite conditionis a boolean expression using the usual∧ and
∨ operators on terms of the formx and x wherex is a regular role (i.e.,x ∈ R). A
prerequisite condition is evaluated for a useru by interpretingx to be true if(∃x′ ≥
x)(u, x′) ∈ UA andx to be true if(∀x′ ≥ x)(u, x′) 6∈ UA. For a given set of rolesR
let CPR denotes all possible prerequisite conditions that can be formed using the roles
in R.
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Fig. 1. An example group hierarchy

Project Security Officer 1 (PSO1) Project Security Officer 2 (PSO2)

Department Security Officer (DSO)

Senior Security Officer (SSO)

Fig. 2. An example administrative group hierarchy

Definition 2. The URA97 model controls user-role assignment by means of the relation
can-assign⊆ AR× CPR× 2R.

The meaning ofcan-assign(x, y, {a, b, c}) is that a member of the administrative
role x (or a member of an administrative role that is senior tox) can assign a user
whose current membership, or non-membership, in regular roles satisfies the prerequi-
site conditiony to be a member of regular rolesa, b or c.

2.1.1 Range Notation

URA97 also definescan-assignby identifying a range within the role hierarchy by
means of the familiar closed and open interval notation.

Definition 3. Role sets are specified in the URA97 model by the notation below
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[x, y] = {r ∈ R | x ≥ r ∧ r ≥ y}
(x, y] = {r ∈ R | x > r ∧ r ≥ y}
[x, y) = {r ∈ R | x ≥ r ∧ r > y}
(x, y) = {r ∈ R | x > r ∧ r > y}

3 ROLE-BASED AUTHORIZATION CONSTRAINTS

Constraints are an important aspect of access control and are a powerful mechanism
for laying out higher level organizational policy. Consequently the specification of con-
straints needs to be considered. So far this issue has not received enough attention in the
area of role-based access control. [AS00] identified the major classes of constraints in
RBAC such asProhibition ConstraintsandObligation Constraints, includingCardinal-
ity Constraints. We briefly overview these identified classes of constraints in role-based
systems.

3.1 Prohibition Constraints

In organizations, we need to prevent a user from doing (or being) something that he is
not allowed to do (or be) based on organizational policy.Prohibition Constraintsare
constraints that forbid the RBAC component from doing (or being) something which
it is not allowed to do (or be). A common example of prohibition constraints is SOD.
SOD is a fundamental technique for preventing fraud and errors, known and practiced
long before the existence of computers. We can consider the following statement as
an example of this type of constraint: if a user is assigned to purchasing manager, he
cannot be assigned to accounts payable manager. This statement requires that the same
individual cannot be assigned to both roles which are declared mutually exclusive.

3.2 Obligation Constraints

We also need to force a user to do (or be) something that he is allowed to do (or be)
based on organizational policy. We derived another class of constraints from this mo-
tivation. Obligation Constraintsare constraints that force the RBAC component to do
(or be) something. The motivation of this constraints is from the simulation of lattice-
based access control in RBAC. There exists a constraint which requires that certain
roles should be simultaneously active in the same session. There is another constraint
which requires a user to have certain combinations of roles in user-role assignment. We
classify this kind of constraints as obligation constraints.

3.3 Cardinality Constraints

Another constraint is a numerical limitation for the number of users, roles, and sessions.
For example, only one person can fill the role of department chair; similarly, the number
of roles (sessions) an individual user can belong to (activate) could be constrained.
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4 CASE STUDY: CONSTRAINTS AND USER-GROUP
ASSIGNMENT

Most of role-based constraints work have focused on separation of duty constraints
which is a foundational principle in computer security. As a security principle, SOD
is used to formulate multi-user control policies, requiring that two or more different
users be responsible for the completion of a transaction or set of related transactions.
The purpose of this principle is to minimize fraud by spreading the responsibility and
authority for an action or task over multiple users, thereby raising the risk involved in
committing a fraudulent act by requiring the involvement of more than one individual.
A frequently used example is the process of preparing and approving purchase orders.
If a single individual prepares and approves purchase orders, it is easy and tempting to
prepare and approve a false order and pocket the money. If different users must prepare
and approve orders, then committing fraud requires a conspiracy of at least two, which
significantly raises the risk of disclosure and capture.

Although separation of duty is easy to motivate and understand intuitively, so far
there is no formal basis for expressing this principle in computer security systems.
Several definitions of SOD have been given in the literature. We have the following
definition for interpreting SOD in role-based environments [AK01].

Role-Based separation of dutyensures SOD requirements in role-based sys-
tems by controlling membership in, activation of, and use of roles as well as
permission assignment.

Separation of duty constraints can be determined by the assignment of individuals to
roles at user-assignment time. Consider the case of initiating and authorizing payments.
The separation of duty constraints could require that no individual who can serve as
payment initiator could also serve as payment authorizer. This could be implemented
by ensuring that no one who can perform the initiator role could also be assigned to
the authorizer role. This static separation of duty can apply to the user-role assignment.
Therefore, we adapt the grant model in URA97. Useru can be explicitly assigned to
role ri where (u,ri) ∈ UA. Also useru can be implicitly assigned to rolerj where
(∃ri ¹ rj)[(u, rj) ∈ UA]. Let CR be a set of roles which are needed to be in static
SOD. CR is said to be a conflicting role set. The static SOD requirement is that the
same user cannot be assigned explicitly or implicitly to more than one role in CR.

We can enforce static SOD as we check each assignment task with a given CR. We
have AT-SET (assignment time set) table which includes SOD sets used to enforce SOD
requirements at assignment time. The example of AT-SET table with CR is described
below. This table tells us that rolepay initiator andpay authorizer are conflicting
each other so a user cannot be assigned to both roles.

SET-NAME ELEMENT
CR1 { pay initiator, payauthorizer}

Whenever System Security Officer (SSO) does assignment tasks, each assignment
task should be checked with AT-SET table and satisfy the constraints in the table. Fig-
ure 3 describes an algorithm which achieves desired behavior of CONUGA. There are
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Grant Algorithm

Let invokerbe an initiator of user-role assignment and letassignDB have three attributes such
asassignDB.admin , assignDB.cond andassignDB.range to construct a table as shown in
Table 1.

invoker role set← Membership (invoker)
target role← role to be assigned
user← user to whichtarget role is assigned
assignDB← can-assignrelation table
CR set← AT SET table
grant Flag← false
assignrole set= φ

While (assignDB 6= EOF)
if invoker role setexists inassignDB.admin then
if target role exists inassignDB.range then
user role set← Membership (user);
if user role setexists inassignDB.cond then
grant Flag = true ;
return;

endif
endif

endif
End

if grant Flag = true then
assignrole set← JuniorList (target role);
if assignrole set∩ CR set= φ then

do the assignment of role inassignrole set;
else

exit;
endif

endif

ProcedureMembership (user)
Take all assigned roles to a user

ProcedureJuniorList (role)
Take all junior roles to a specified role in role-hierarchies

Fig. 3. Grant Algorithm in CONUGA
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two procedures calledMembership and JuniorList . Membership procedure
allows us to have all assigned roles to a user andJuniorList procedure returns all
junior roles to a specified role by walking down the hierarchy. This grant algorithm
checkscan-assigntable and AT-SET table to enforce constrained user assignment.

4.1 Implementation Details

Every account in Linux contains a group membership list indicating which groups
the account belongs to. Users belonging to a group are explicitly enumerated in ei-
ther/etc/passwd (for the primary group) or/etc/group (for secondary groups).
Many commercial database management systems, such as Informix, Oracle and Sybase,
provide facilities for hierarchical groups (or roles). Commercial operating systems,
however, provide limited facilities at best for this purpose.

To maintain the group hierarchy we use the file/etc/grouphr to store the chil-
dren and parents of each group. The group hierarchy of Figure 1 is represented in
/etc/grouphr as shown in Table 1. The first column gives the group name, the
second column gives the (immediate) parent groups of that group, and the third column
gives the (immediate) children. The null symbol “−” means that the group has no par-
ent or child as the case may be. Using/etc/grouphr , we can find all seniors and
juniors for a group by respectively chasing the parents and children.

We say a user is anexplicit member of a group if the user is explicitly designated
as a member of the group. A user is animplicit member of a group if the user is an ex-
plicit member of some senior group. To simulate a group hierarchy we use information
about explicit and implicit membership in/etc/group . If Alice belongs explicitly or
implicitly to a group she will be added to that group’s member list in/etc/group .
However,/etc/group is not sufficient to distinguish the case where Alice is both an
explicit and implicit member of some group from the case where she is only an implicit
member of the group. For this purpose we introduce another file/etc/explicit
that keeps information about explicit membership only.

In order to enforce separation of duty constraints, we maintains/etc/at set
which includes conflicting roles. This table also can contain conflicting users and per-
missions. Table 2 illustrates how we can accommodate such sets to support constrained
user assignments.

There are two issues that need to be addressed in decentralized management of
group membership. Firstly we would like to control the groups that an administrative
group has authority over. Recall figures 1 and 2 which respectively show the regular and
administrative groups of our example. We would like to say, for example, that the PSO1
administrative group controls membership in project 1 groups, i.e., E1, PE1, QE1 and
PL1. Secondly, it is also important to control which users are eligible for membership
in these groups.

URA97 addresses these two issues respectively by means of agroup rangeand a
prerequisite groupor more generally aprerequisite condition. URA97 has acan assign
relation which we store in the file/etc/can assign . We put a colon between the
columns to indicate the boundary. Table 3 illustrates the general case of/etc/can assign
with prerequisite conditions. Let us consider the PSO1 rows. The first row authorizes
PSO1 to assign users with prerequisite group ED into E1. The second one authorizes
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Table 1.The example group hierarchy of Figure 1

Group NameParent Group(s)Child Group(s)

DIR - PL1, PL2
PL1 DIR PE1, QE1
PL2 DIR PE2, QE2
PE1 PL1 E1
QE1 PL1 E1
PE2 PL2 E2
QE2 PL2 E2
E1 PE1, QE1 ED
E2 PE2, QE2 ED
ED E1, E2 E
E ED -

Table 2.The example AT-SET table:/etc/at set

Set Name Elements

conf-roles-1QE1, QE2
conf-roles-2PE1, PE2
conf-roles-3PL1, PL2

Table 3.Example of/etc/can assign with Prerequisite Conditions

Administrative Group Prerequisite Condition Group Range

PSO1: ED : [E1,E1]:
PSO1: ED∧ QE1: [PE1,PE1]:
PSO1: ED∧ PE1: [QE1,QE1]:
PSO1: PE1∧ QE1: [PL1,PL1]:
PSO2: ED: [E2,E2]:
PSO2: ED∧ QE2: [PE2,PE2]:
PSO2: ED∧ PE2: [QE2,QE2]:
PSO2: PE2∧ QE2: [PL2,PL2]:
DSO: ED: (ED,DIR):
SSO: E: [ED,ED]:
SSO: ED: (ED,DIR]:

PSO1 to assign users satisfying the prerequisite condition that they are members of ED
but not members of QE1 to PE1. Taken together the second and third rows authorize
PSO1 to put a user who is a member of ED into one but not both of PE1 and QE1.
The fourth row authorizes PSO1 to put a user who is a member of both PE1 and QE1
into PL1. Note that, a user could have become a member of both PE1 and QE1 only
by actions of a more powerful administrator than PSO1. The rest of table 3 is similarly
interpreted.
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Table 4.The permission of reference files

PERMISSION OWNER Setgid GROUP FILE NAME

U:rw- G:rws W:--x root YES rbac assign
U:rw- G:rws W:--x root YES rbac weakrevoke
U:rw- G:rws W:--x root YES rbac strongrevoke
U:rw- G:rw- W:r-- root NO rbac /etc/group
U:rw- G:rw- W:r-- root NO rbac /etc/explicit
U:rw- G:rw- W:r-- root NO rbac /etc/can assign
U:rw- G:rw- W:r-- root NO rbac /etc/can revoke
U:rw- G:rw- W:r-- root NO rbac /etc/grouphr
U:rw- G:rw- W:r-- root NO rbac /etc/at set

Assignment of a user to a group in URA97 means explicit assignment. Implicit
assignment to junior groups happens as a consequence and side-effect of explicit as-
signment. In other words/etc/can assign applies only to explicit membership.

We use the setgid feature of Linux to enforce this behavior. The setgid (set group
ID or SGID) file access modes provide a way to grant users access to which they are
not otherwise entitled on a temporary, command level basis via a specified program.
When a file with SGID access is executed, the effective group ID of the process is
changed to the group of the file, acquiring that group’s access rights for duration of the
program contained in this file. Using setgid a user who is working as an administra-
tive group can read and write the reference files:/etc/group , /etc/explicit ,
/etc/grouphr , /etc/can assign and /etc/can revoke . Thereby we can
enforce desired behavior of URA97 with respect to different administrative groups.

To implement CONUGA in Linux we use several reference files introduced in the
previous sections and set their permission bits as shown in table 4. The three procedures
assign, weakrevoke and strongrevoke are setgid to the special grouprbac defined for
this purpose. These procedures can read and write the five reference files. We previously
described the structure of files/etc/group , /etc/explicit , /etc/grouphr ,
/etc/at set , /etc/can assign and /etc/can revoke . For simplicity all
these files in our implementation are owned by root. We assume that therbac group
has no members.

In our implementation a user invokes the procedure call to grant or revoke a group
from or to another user. The parameters specify which user is to be assigned to tar-
get group, or to be weakly or strongly revoked from targetgroup. This implementation
is convenient for administrative groups since they only need to define the group hier-
archy and the relations/etc/can assign and/etc/can revoke . These proce-
dures are called at the Linux command line prompt as follows.
[usage] assign username target group
[usage] weak revoke username target group
[usage] strong revoke username target group
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5 CONCLUSION

In this paper we have described how to extend the Linux group mechanism supporting
constrained user group assignment model that is useful in managing group-based access
control. When a user is assigned to a group the system checks constraints including
prerequisite conditions and conflicting role set, andautomaticallyadds the user to all
junior groups to the group. We have extended the URA97 model and implemented it in
Linux by means of setgid programs. Our result indicates that (static) separation of duty
constraints can be determined by the assignment of individuals to groups at user-group
assignment time and this behavior can be achieved by accommodating sophisticated
access control model to some extent.
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Abstract: This paper, presents a risk analysis knowledgebase, which aims to 
enhance existing risk analysis methodologies and tools, by adding the capabil-
ity of analyzing the risk of the biometric component of an information system. 
The knowledgebase was created by applying the Multi-Criteria Analysis meth-
odology to the results of research in the security aspect of biometric technolo-
gies. The result is a set of vulnerabilities, risk factors and countermeasures for 
biometric systems. 

1 Introduction 

A main security weakness of password and token-based authentication mechanisms, 
is the fact that knowledge, as well as the possession of an item, does not distinguish a 
person uniquely. Modern biometric technologies provide enhanced security levels by 
introducing a new dimension in the authentication process called “proof by property”. 
However, the design and deployment of a security architecture incorporating biomet-
ric technologies hides many pitfalls, which when underestimated can lead to major 
security weaknesses. International security standards, such as ISO/IEC 17799, “IT – 
Code of practice for information security management” and COBIT: “Control Objec-
tives for Information and related Technology”, provide the general guidelines and 
principles for correctly deploying a security architecture, both indicating as a very 
important aspect, the conduct of risk analysis. Regardless of the risk analysis method-
ology deployed, it is a common practice to utilize a database of common risks and 
countermeasures (called knowledgebase) for assuring the effectiveness of the process 
[4]. Such knowledgebases, are sources of expertise regarding security issues for the 
various components of information systems, assuring that no risks will be missed and 
adequate countermeasures will be proposed during the process. Despite the existence 
of biometric-specific standards and best practices, such as ANSI X9.84 “Biometric 
Information Management and Security” and Best Practices in Testing and Reporting 
Performance of Biometric Devices [1], there are no detailed knowledgebases for 
assisting the risk analysis process, as far as biometrics are concerned. 

This paper, presents a risk analysis knowledgebase, which aims to enhance exist-
ing risk analysis methodologies and tools, by adding the capability of analyzing the 
risk of the biometric component of the system. Part of this work is the author’s con-
tribution to the EC project BIOSEC [20]. The authors would like to thank the EC for 



funding BIOSEC, as well as the BIOSEC partners. The remainder of the paper is 
organized in the following main sections: 
• Methodology (general approach and multi-criteria analysis): Describing the meth-

odology followed for building the knowledgebase. 
• Biometric risk analysis Knowledgebase (BK): Containing the knowledgebase of 

vulnerabilities and risk factors of biometric systems, as well as the countermea-
sures for risk reduction. 

2 Methodology: General Approach 

In order to ensure applicability and easy integration of BK, to the widest possible risk 
analysis methodologies and tools, a general risk analysis model [2][3], which is im-
plemented by most of the standard methodologies, was studied. This model is com-
prised of the following steps: 
1. Asset identification, 
2. Threat identification (defining as threat, an event that can potentially cause unde-

sirable effects), 
3. Vulnerability identification (defining as vulnerability, a security weakness of the 

system), 
4. Risk identification (defining as risk, the probability that a particular threat will 

exploit a particular vulnerability), 
5. Identification of countermeasures for risk reduction. 

The first two steps (asset and threat identification) are covered sufficiently by stan-
dard risk analysis methodologies without the need of a specialized BK. 

The third step (vulnerability identification) revealed the emerging need for the de-
velopment of a catalogue of vulnerabilities for biometric systems. The catalogue 
acted as a foundation stone of BK and was populated by conducting: 
• Extensive desk research on known or possible attacks against various biometric 

technologies 
• Penetration tests on biometric systems in a dedicated lab 
• Interviews with experts in the field 

The forth step (risk identification), depends on the risk analysis methodology. 
Most standard risk analysis methodologies rely on the combination of existing 
knowledge with information extracted from questionnaires and interviews [5][6]. 
Other methodologies and tools [7] utilize predetermined risk scores for each identi-
fied vulnerability, based on the estimation of experts who studied the likelihood of 
occurrence of vulnerability exploits. For the creation of BK, a quantitative approach 
was chosen, calculating a risk factor for each vulnerability. The risk factor is an indi-
cator of the importance of the vulnerability and the sum of all risk factors provides 
the total risk factor of the biometric component of the information system under re-
view. In order to calculate the risk factor and provide an objective evaluation of each 
vulnerability a standard methodology called Multi-Criteria Analysis (MCA) was 
deployed. 

The last step (identification of countermeasures for risk reduction), indicated the 
need for identifying countermeasures for reducing the risk. The countermeasures 
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were identified as an extension of the research conducted for identifying vulnerabili-
ties and was also based on the conduct of tests, desk research and interaction with 
experts in the field of security and biometrics. 

The final form of BK, is a set of vulnerabilities followed by the corresponding risk 
factors and countermeasures. In the case of vulnerabilities, which are applicable to all 
biometric technologies, common risk factors were calculated. In the opposite case of 
technology-specific vulnerabilities, individual risk factors were calculated for finger-
print, iris, face and voice biometrics. 

3 Methodology: Application of Multi-criteria Analysis (MCA) 

Multi-Criteria Analysis (MCA) [8][18] is a method to evaluate different alternatives 
(currently biometric vulnerabilities) and to determine an order of ranking of these 
alternatives. MCA takes into account that some specific criteria should be more influ-
ential in the determination of the ranking between alternatives. This is accomplished 
by the attachment of weighing factors to the different criteria. The following MCA 
steps were followed for evaluating biometric vulnerabilities: 
1. Criteria selection: a number of criteria were selected, which were considered as the 

most important for evaluating vulnerabilities and which influence their probability 
of occurrence. These are: 

• C1: Difficulty to exploit in terms of technical expertise required and complexity. 
• C2: Effectiveness (in terms of  level of exposure to threats - binding the vulnerabil-

ity with the threat). 
• C3: Cost in terms of special equipment required. 
2. Input of the scores: For each vulnerability a score was calculated per criterion. The 

score was calculated after processing results from the desk research, biometric lab 
tests and interviews. The scores were based on a common quantitative scale (from 
1-10). In more detail: 

• C1: The highest score (10) represents the lowest difficulty. 
• C2: The highest score (10) represents the highest effectiveness. 
• C3: The highest score (10) represents the lowest cost. 
3. Attachment of the weighing factors: The next step in the MCA process involved 

the prioritization of the criteria by the assignment of different rankings or weights. 
A weighing factor was attached to each criterion, after studying security incidents 
and attack profiles. The first three steps of MCA are presented in figure 1: 

 
 
 
 
 
 
 
Fig. 1. The first three steps of MCA: criteria C1, C2, C3, scores and attached weighing factors 
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25



4. Ranking of the vulnerabilities: a simple method was deployed - the injunction 
MCA method. This method multiplies the scores of the criteria with the correspon-
dent weighing factors and calculates for every vulnerability the sum of these prod-
ucts, as shown in the following figure. 

 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Ranking of vulnerabilities. Calculations according to the injunction MCA method 

The result is the total score per vulnerability and correspondent ranking. The vul-
nerability with the highest total score is the highest in ranking and most danger-
ous. 

4 Biometric Risk Analysis Knowledgebase 

This section is comprised of two sub-sections. The first one presents the identified 
vulnerabilities and countermeasures, while the second one presents a comprehensive 
form of BK, including vulnerabilities, risk factors and countermeasures. 

4.1 Description of Vulnerabilities 

This sub-section provides a short description of the identified catalogue of vulner-
abilities of biometric systems, followed by proposed countermeasures for risk reduc-
tion. 
• Spoofing – Mimicry – Artefacts: Poor biometric implementations are vulnerable to 

spoofing and mimicry attacks. An artificial finger made of commercially available 
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silicon or gelatin, can deceive a fingerprint biometric sensor [9][10]. The proce-
dure for materializing this attack is consisted of three steps. The first step is captur-
ing a fingerprint (e.g. from a glass, a door handle or with the user’s consent). The 
second step is creating the artefact, which is a procedure that lasts from a few 
hours, to a few days maximum. The final step is using the artefact to access the 
system. The use of pictures, masks, voice recordings or speech synthesis tools is 
possible to deceive iris, face, and voice recognition systems. As a countermeasure, 
it must ensured that vitality detection features, which conduct an extra measure-
ment of one or more attributes, such as the relative dielectric constant, the conduc-
tivity, the heartbeat, the temperature, the blood pressure, the detection of vitality 
under the epidermis, or the spontaneous dilation and constriction of the pupil or 
eye movement, are integrated in the biometric device. If these features are not pre-
sent, compensating controls must be applied, such as the deployment of multimo-
dal biometrics (e.g. combination of face and lips movement recognition), or the 
implementation of interactive techniques (e.g. the request for the user to say a spe-
cific phrase, or place 3 fingers in a certain order on the sensor). 

• Server side - Fake templates: Server based architectures, where the biometric tem-
plates are stored centrally, inherit the vulnerabilities of such systems [14]. A possi-
ble attack can be realized when the impostor inserts his template in the system un-
der someone else’s name. Distributed architectures (e.g. template storage in a 
smart card) should be preferred. In that case, the template is stored in a tamper re-
sistant memory module that is write-once and erased or destroyed if its content is 
altered, resisting to this type of attack. When this scenario is not an option, strong 
security controls must protect the server, including encryption of the templates, 
system and network security controls (firewalls, intrusion detection and prevention 
mechanisms) and a strong security policy followed by detailed procedures based 
on international standards. 

• Communication links: Data could be captured from the communication channel, 
between the various components of a biometric system [14], such as: the sensor 
and the feature extractor, the feature extractor and the matching algorithm or the 
matching algorithm and the application, in order to be replayed at another time for 
gaining access. This is also called electronic impersonation. An effective counter-
measure is the integration of the various parts of the system into a hardware secu-
rity module, or generally the elimination of the transmission of the biometric tem-
plate. An example of such a module is the biometric smart card, that has a finger-
print sensor and the matching mechanism embedded in it, confining the template to 
a secure environment. Similar security levels are addressed in integrated terminal 
devices, such as PDAs or mobile phones. If this is not an option, challenge and re-
sponse is another approach for addressing this vulnerability. An additional control 
is the introduction of a rule to discard a signal when it is identical to the stored 
template or to the last measurement that was conducted. 

• Cross system: The utilization of the template in two or more applications with 
different security levels (i.e. convenience applications and security applications) 
tends to equalize these security levels, by decreasing the higher security level to 
the lower one - if a template is compromised in one application, it can be used for 
gaining access to the other. A countermeasure, depending on the criticality of the 
application, is the deployment of custom encoding algorithms in order to ensure 
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the creation of custom templates per user. Another option is the combination of ex-
isting biometric encoding algorithms with one-way hash functions for ensuring 
that the templates produced for a specific user in the specific system, are unique. In 
that case, special care should be given to the calibration of the system, because 
very strong non-invertible functions lower the system’s accuracy, due to the fact 
that the matcher, must deal with the measurement variations, in the transformed 
space [11]. This feature, also provides the ability of revocation to the system in the 
case that an impostor compromises a template. 

• Component alteration: A possible attack can be realized with a Trojan Horse on 
the feature extractor, the matching algorithm or the decision algorithm of the sys-
tem, acting as a manipulator of each component’s output. Security controls should 
be defined, such as write-once memory units that host the feature extraction pro-
gram and the matching algorithm, as well as the integration of the system to a 
hardware security module. Additional controls include the development of a strong 
security policy controlling the operation of the system, in order to protect it from 
exposure to manipulating attempts. 

• Enrolment, administration and system use: Poor enrolment, system administration 
and system use procedures, expose the biometric system. During the enrolment 
phase, raw biometric data and biometric templates can be compromised and data-
bases can be altered or filled with imprecise user data. Poor system administration 
procedures, in addition to the above, might lead to altered system configuration 
files, with decreased FAR, making false acceptance easier, thus security weaker. 
Similarly, a user might exceed his/her authority, threatening the system. Detailed 
procedures for user enrolment, system administration and use should be defined, 
based on international standards and best practices. Controls should be defined, as 
extensions of the system’s security policy, forcing for example segregation of du-
ties, job rotation procedures, logging facilities, alteration or anomaly detection 
mechanisms. 

• Noise and power loss: Off-limit power fluctuation or flooding of a biometric sen-
sor with noise data - for example flashing light on an optical sensor, changing the 
temperature or humidity of the fingerprint sensor, spraying materials on the surface 
of a sensor or vibrating the sensor outside its limits - might cause the biometric de-
vice to fail. The design of the security policy, should include those security con-
trols that will make the system environment as controlled as possible. These con-
trols depend on the nature of the application. 

• Power and timing analysis: Capturing the power consumption of a chip can reveal 
the software code running on the chip, even the actual command [12][13]. Simple 
Power Analysis and Differential Power Analysis techniques are deployed for such 
purposes and are capable for breaking cryptographic algorithms such as DES, by 
using statistical software. The same strategy can be followed, for breaking the 
matching mechanism of the biometric system or revealing the biometric template. 
The secret key or biometric template will appear as the peaks of a diagram project-
ing the result of applying the appropriate software to the power consumption meas-
urement. Timing attacks are similar and measure the processing time instead of the 
power consumption. As countermeasure, it should be ensured that all necessary 
technology controls are in place. These include the use of micro controllers with 
lower power consumption and noise generators for power blurring. Regarding tim-
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ing attacks, the algorithm and program code have to be designed as time-neutral. 
These technological countermeasures must be included in the biometric system ei-
ther it is a smart card based architecture or not. 

• Residual characteristic: The residual biometric characteristic of a user on the sen-
sor may be sufficient to allow access to an impostor (e.g. a fingerprint the sensor). 
The attack is realized on a fingerprint sensor with a residual fingerprint from the 
previous measurement, by pressing a thin plastic bag of warm water on the sensor, 
by breathing on the sensor or by using dust with graphite, attaching a tape to the 
dust and pressing the sensor [14]. The last technique is the most effective one. 
Even when a specific rule in the login algorithm is in place, for declining the exact 
same measurement, repositioning the tape to provide a slightly different input 
would deceive the system. A technology assessment should be conducted. Non-
optical types of fingerprint sensors are resistant to this vulnerability.  In general, 
deploying interactive authentication in an adequate control for this type of risk. 

• Similar template - Similar characteristics: A user having a similar template or a 
similar characteristic with a legitimate one, might deceive the system, especially in 
identification applications, where one to many template comparisons are con-
ducted. The maturity of the encoding algorithm, in terms of producing unique out-
puts from different inputs, as well  the FAR of the biometric device should be stud-
ied. For security applications the biometric system should be calibrated in order to 
have reduced FAR (indicative value FAR<0,001%). The maturity of the algorithm 
can be assured by the deployment of certified products or independently tested 
products based on [1]. 

• Brute force: This type of attack is based on trial and error practices [16][17]. The 
impostor is attempting continuously to enter the system, by sending incrementally 
increased matching data to the matching function until a successful score is ac-
complished. This method is most effective in systems that implement identification 
rather than verification, since the biometric measurement is compared to a great 
number of templates, making the system weaker (as the number of users in-
creases), due to the increased probability of the existence of similar templates or 
characteristics among the population. Biometrics however are more resistant to this 
attack, than traditional systems, since the impostor has to find a way to insert the 
trial data to the system, thus combine this vulnerability with one of those described 
above. As a countermeasure, it should be ensured that traditional controls are in 
place, such as the automatic locking of the user’s account after a specific number 
of attempts, as well as the application of verification instead of identification if 
possible. 

4.2 Comprehensive Form of BK 

MCA, was applied step by step for each identified vulnerability. Criteria C1 (diffi-
culty to exploit) and C3 (cost) were assigned with higher weighing factors (equal to 3 
) than C2 (effectiveness - weighing factor equal to 1), reflecting the most common 
attack profiles and following the observation that attackers test vulnerability exploits 
when they are easy to exploit and inexpensive, considering effectiveness at a latter 
stage [19]. 
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The results of MCA were transformed to percentages (risk factors). Each risk fac-
tor indicates the increase of the risk level, in the case that the vulnerability is applica-
ble to the system under review and no countermeasure is taken to address it. The sum 
of all risk factors provides the total risk factor of the biometric component of the 
information system under review. The risk factors were individually produced in the 
cases of vulnerabilities that were specific for each biometric technology. Null scores 
are translated to non-applicability of the vulnerability to a specific biometric technol-
ogy. The vulnerabilities, risk factors and countermeasures comprise the comprehen-
sive form of BK(fingerprint: Fi, iris: Ir, face: Fa, voice: V). 

 

Table 1. : Comprehensive form of BK. Vulnerabilities, risk factors and countermeasures 

 
Vulnerability Risk Factor (%) CM No. 

 Fi Ir Fa V  
1. Spoofing – mimicry - artefacts 11 10 12 14 i, ii, iii 
2. Server side - Fake templates 16 iv, v 
3. Communication links 11 Vi 
4. Cross system 9 vii 
5. Component alteration 11 iv, vi 
6. Enrolment, administration and system use 19 iv 
7. Noise and power loss 4 4 4 6 iv 
8. Power and timing analysis 4 viii 
9. Residual characteristic 7 0 0 0 iii, ix 
10. Similar template - Similar characteristics 2 2 6 6 ix, x 
11. Brute force (verification applications) 4 xi 

Countermeasures 
i. Vitality detection. 
ii. Multimodal architecture. 
iii. Interactive authentication. 
iv. Well-implemented security policy according to standards. 
v. Storage of the template in a secure medium. 
vi. System integration into a hardware security module.  
vii. Custom biometric encoding algorithms – hash functions. 
viii. Noise generators, low power consumption chips and specific software de-
sign. 
ix. Technology assessment. 
x. Calibration review. 
xi. Traditional controls - account lock after a number of attempts. 
 
In order to clarify the figures presented in the table, the calculation of the risk fac-

tor for the power and timing analysis vulnerability is presented below as an example: 
1. Desk research, tests and interviews, defined timing analysis attacks, as difficult to 

implement (special expertise is required - score on C1=1), effective (score on 
C2=8) and expensive also (specific equipment is required - score on C3=1).  
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2. The scores were multiplied with the weighing factor of each criterion, providing a 
total score of 14. 

3. After calculating the total score for each vulnerability, the maximum total score of 
all vulnerabilities was calculated - it belonged to the case of voice biometrics. 

4. All scores were transformed to percentages of the maximum total score of all vul-
nerabilities. This action was performed, in order to achieve a maximum of 100% 
when all vulnerabilities are present and at the same time preserve a common de-
nominator for all vulnerabilities. This resulted the risk factor of the power and tim-
ing analysis vulnerability to be 4%. 
The role of BK during risk analysis depends on the methodology deployed. The 

main functions are the identification of those vulnerabilities that are applicable to the 
system under review, after consulting the vulnerability description sub-section, the 
calculation of the total risk factor, by adding the percentages of each identified vul-
nerability, utilizing the comprehensive form of BK and the proposal – implementation 
of countermeasures for risk reduction. 

5 Conclusions 

The main conclusions of the research conducted, are the following: Special care 
should be given to user enrolment, system administration and use, implementing as a 
mandatory control, concrete security policies and procedures based on international 
standards. Server-based architectures, where templates are stored centrally, heavily 
increase the risk level of the system, uncovering the demanding need for encryption 
and strong intrusion prevention, detection and response countermeasures. Vitality 
detection was also identified as a demanding need, which can be relatively compen-
sated by interactive authentication techniques or multi-modal biometrics. The restric-
tion of the biometric template to a hardware security module and the elimination of 
the template submission over communication links and networks, addresses a great 
number of vulnerabilities and reduces the total risk factor significantly. Horizontal 
results between the four different biometric technologies were also derived and made 
visible in the comprehensive form of BK, including the high distinctiveness of fin-
gerprint and iris characteristics, reducing the similar characteristic vulnerability. 
These results however, are strictly related with security, under the specified criteria 
and should not be confused with results on biometric system performance, or applica-
bility testing. The conduct of risk analysis is a significant step towards the creation of 
security architectures, which promote the advantages of biometric systems in a risk-
proof manner. 
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Abstract. Security and privacy issues are often an afterthought when it comes 
to system design.  However, failure to address these issues during analysis and 
design could result in catastrophic effects.  We propose a conceptual model for 
creating subsystems of security and privacy that are integral parts of the 
overall system architecture. 

Keywords. Security, Privacy, System Design 

1   Introduction 

System analysts and designers strive to provide a system that meets the budgetary and 
business needs of an organization.  While they may spend hours tracing the flow of 
data, few designers pay much attention to the potential security and privacy issues 
related to the system.  We purport that these issues need to be addressed, starting at 
the earliest stages of analysis and design, progressing through the life of the system.  
Otherwise, the end result could be a costly, non-aligned system that fails to meet the 
business needs of the organization.  Admittedly, the initial cost of the system would 
be greater, and the design time would be extended.  However, the overall 
improvement in system efficiency, effectiveness, security, and privacy would be well 
worth the increased time and effort expended on the design.  Additionally, the 
organization should consider the consequences of not considering security and 
privacy issues during system design.  These could include exorbitant legal costs and 
civil penalties, along with reduced stakeholder trust.    
   We propose a conceptual model for system design based upon the integration and 
interaction of three primary subsystems: business processes, security, and privacy.  
For this paper, we will focus on the security and privacy subsystems.  While no 
system can maintain maximum privacy and ensure security at all times, this should 
not prevent us from trying to attain these goals.   
    Security and privacy goals may seem conflicting and incompatible, especially if 
they are approached in the later stages of design, or after system implementation. 
However, if these issues are  addressed in the early stages of design, both privacy and 
security can be attained at a reasonable level.   



2   The Systematic Approach 

We followed Rechtin’s [7] systematic approach to model building: 1) aggregate 
closely related functions, 2) partition the model into subsystems, and 3) integrate the 
subsystems into a functioning system.  As you will see, there is considerable 
redundancy in our model.  This was intentional.  We contend that one’s view of a 
component differs when considering how it relates to the business process, security, 
and/or privacy subsystem. For example, assume you are designing a patient billing 
system.  While each of the subsystems is concerned with patient data, their view of 
the data is quite different.  The business process subsystem utilizes patient data to 
charge a given patient for services provided; the security subsystem attempts to 
prevent patient information from being modified or accessed by unauthorized people; 
and the privacy subsystem attempts to limit the number of authorized people who can 
access the data.   

We propose that one or more (depending upon project size) members of the design 
team be assigned responsibility for ensuring compliance with the security and privacy 
subsystems.  Thorough analysis of these subsystems will provide a better 
understanding of the environment and aid in determining an acceptable level of risk.  
It will also provide justification for the need for additional expenditures in regard to 
security and privacy. 

Since there is heavy interaction of the components of the system, there should be 
some degree of overlap among analysts and designers of the subsystems.  
Additionally, analysis of the components of each of the subsystems should be well 
documented and stored in a system knowledge database.    

Although there is a close relationship between knowledge and data management, 
they are not the same.  Knowledge is frequently fragmented, and signifies the 
relationships among information, or one’s perception or understanding of a given 
concept.  Both are concerned with acquisition and manipulation of data.  However, 
knowledge management focuses on people, culture, and organizational structure, 
rather than technology. 

Knowledge obtained during the system development process should not simply be 
stored in a database for archival purposes, never to be retrieved.  Instead, it should be 
viewed, updated, and manipulated throughout the lifetime of the system, thus 
potentially enhancing the success of both current and future system development 
projects.  Lessons learned should be included, because one frequently learns more 
from failure than success. 

Our system framework centers around a shared knowledge base, accessible by 
everyone who has the need to know.  Sharing of information and knowledge enables 
the analysts and designers to view their given subsystem in light of the other 
subsystems.  This may aid in a better understanding of the system as a whole, and 
assist in alleviating or mitigating problems from the onset.  Building the correct 
system is not enough.  One must also build the system correctly. 
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2.1  Security Subsystem 

The primary focus of the security subsystem (Figure 1) is protection of the 
organization’s information assets.  These assets include information and data, 
software, hardware, people and procedures. In order to provide the appropriate 
balance between efficiency, effectiveness, security, and privacy of a system, the 
following components should be addressed: 

2.1.1 Security Risk Analysis   
The level of security applied to a system, or its components, should be commensurate 
with the level of assumed risk.  Therefore, the system analyst and/or designer must be 
aware of the potential threats and vulnerabilities associated with the system.  Many 
organizations, such as the Open Web Application Security Project (OWASP) [9] 
provide information on threats and vulnerabilities, along with steps to be taken to 
mitigate risks.  However, these should be viewed only as guidelines.   More pertinent 
information related to the given system should be obtained from the organization’s 
stakeholders.  Once threats and vulnerabilities are determined, one must objectively 
evaluate the qualitative and/or quantitative impact of a given threat or vulnerabilities.  
Some threats may seem so remote that they simply are not worth considering, while 
others may seem imminent.  For example, the designers should include password 
protection on a web-based system that provides access to customer accounts, but not 
necessarily on one that provides publicly available information.  The steps in security 
risk analysis include the following:  

 
• Identify the system functions, boundaries, and criticalities 
• Identify security threats and vulnerabilities 
• Evaluate qualitative and/or quantitative impact 
• Calculate relative risk factors 
• Design cost-effective controls for those threats and vulnerabilities with the 

greatest relative risk 
• Document results of the security risk analysis in the system knowledge 

database 

2.1.2 Data Evaluation  
Systems exist in order to manipulate data.  Data in some contexts may appear quite 
innocuous, yet when combined with other data, may be far more revealing.  For 
example, most user ID’s are related to an individual’s name and can often be 
determined by simply viewing one’s email address.  That by itself is not a major 
security threat.  However, a perpetrator could also access the passwords associated 
with the user ID’s of pertinent personnel, potentially resulting in a major threat.  Also, 
data may be considered secure within storage, but how secure is it when it is 
transmitted from one location to another?  Security concerns of the following factors 
need to be considered: 

 
• Determine the type of each data element within the proposed system  – 

static, dynamic, or derived 
• Determine how each data element is to be manipulated – create, store, 

access, process, transmit, print, and archive 
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• Classify the data according to access type -Public, Internal, Confidential, 
Restricted 

• Document the data evaluation in the system knowledge database 

2.1.3 Security Policies   
Steps should be taken to protect data and information assets from unauthorized 
persons.  Clearly defined policies and procedures help to emphasize management’s 
commitment to maintaining security and privacy and instill a more secure culture 
within an organization. The need for these policies is greatly enhanced in 
organizations that interact with other entities by way of internetworks.  Policy steps 
include the following: 

 
• Review the security risk analysis to determine its impact on stakeholders 
• Review and modify existing security policies, procedures, and 

documentation based on results of the security risk analysis 
• Receive stakeholder approval, where appropriate, of new and/or updated 

policies, procedures, and documentation  
• Distribute the revised policies to the appropriate personnel and stakeholders 
• Assure that third parties are aware of the security  policies pertaining to the 

proposed system 
• Document security policy changes in the system knowledge database. 

2.1.4  Security Legislation and Regulation 
System designers must be aware of changes in the legal environment which may 
impact system requirements.  This is always a daunting task, but compounded with 
organizations that conduct business across national borders.  Some regulations, such 
as the United States’ Health Information Portability and Accountability Act (HIPAA) 
apply only to one country, or group of countries. Others may be more pervasive, such 
as the Sarbanes-Oxley Act, which applies to all corporations (regardless of physical 
location) which are publicly traded on the U.S. financial markets [6].  We propose 
that a team approach be used to monitor the activities of the following bodies in order 
to deal with the many facets of this problem. The members should come from the 
security, audit, legal, management, IS/IT and HRM areas, as well as any other 
functional area, based on the impacted system. 

 
• Review government agencies (Local and Foreign) for changes in security 

legislation 
• Review industry regulatory groups for proposed changes in security practices 

and legislation  
• Review international standards groups, such as the ISO, to assure 

compliance with the most current and proposed guidelines  
• Revise security policies if deemed necessary 
• Document changes in the system knowledge database 

2.1.5 Security Architecture  
As previously stated, security measures are not foolproof.  Therefore, overlapping 
controls should be available to assure an adequate level of protection for the 
organization’s information assets.  The existing security architecture and supporting 
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infrastructure should be reviewed and modified, as deemed necessary.  A secure 
architecture requires assessment of every aspect of the system as well the network 
under which it operates.  This includes:  
 

• Review Business Continuity and Disaster Recovery plans  
• Review Best Practices of the industry and organization 
• Review business and system requirements 
• Review physical and environmental protection procedures 
• Review physical and system access controls 
• Review computer system and application control 
• Review information classification, access, and disposal controls 
• Review network security infrastructure controls  
• Document the changes to the security architecture in the system knowledge 

database 

2.1.6  System Security Integration  
System integration is the ability to seamlessly share data and resources across a 
variety of systems and platforms.  Systems security integration takes this one step 
further by incorporating security into the process.  The system designer must ensure 
that the proposed system security is not negatively impacted by other systems and/or 
platforms with which it may come in contact.   Many organizations have formed 
strategic alliances which require fully integrated system communication throughout 
the supply chain. Therefore, the designer must consider the potential security 
consequences when systems are integrated.  The following must be considered:  

 
• Review integration of other systems and platforms within the organization 
• Review integration with other systems and platforms external to the 

organization 
• Review potential security risks 
• Assess degree of access.  Are you providing too much access? 
• Assess potential legal and/or ethical ramifications of providing access across 

multiple platforms and/or organizations 
• Establish a record of accountability 
• Revise security policies as deemed necessary 
• Revise security architecture as deemed necessary 
• Document changes in the system knowledge database 

2.1.7  Security Training   
Policies and controls are of no value if the people expected to abide by them either do 
not know that they exist, or are not aware of their importance. Approximately 80% of 
all security breaches occur as a result of user actions (or inactions) that subsequently 
introduce vulnerabilities into the system [1].  Those who are aware of the 
consequences of a security breach are more likely to follow safe security practices.  
Therefore, it is imperative that all potential users be well informed of the importance 
of maintaining the security of the system, as well as potential consequences of failing 
to do so.   
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Security awareness training must be ongoing and should include all levels of the 
organization, including the top management team. Additionally, partners with whom 
information from the proposed system will be shared should be required to institute 
similar programs. The following factors should be considered. 

 
• Provide security-based training to those individuals responsible for creating, 

storing, accessing, transmitting, printing, and/or archiving sensitive data 
• Assure that all legal requirements have been met.  For example, select 

industries such as healthcare and finance are required to provide select 
security awareness training 

• Customize the training, incorporating appropriate policies and procedures 
• Document security training (who, what, when, etc.) in the system knowledge 

database 

2.1.8  Knowledge of Security Subsystem 
As previously stated the knowledge gained from preparing the security subsystem is 
to be stored within the system knowledge database.  This knowledge can potentially 
be referenced by system analysts working on the current system, as well as future 
systems.  While some systems may remain relatively static for long periods of time, 
they are all, to some degree, dynamic.  We therefore do not suggest that the 
knowledge database be your only source of information.  Instead, it is to be 
considered a composite of knowledge regarding data, risk assessments, policies, 
legislation, training practices, and system architecture and integration over a given 
period of time.  

2.2 Privacy Subsystem 

The primary goal of privacy is to ensure the proper handling of personal information, 
such as one’s finances or health status.  Organizations can better build trust and 
customer loyalty if they can show the customers that their personal information is 
being protected.  As with security, total privacy simply cannot be attained unless one 
lives in total isolation. The primary focus of the privacy subsystem (Figure 1) is to 
attain an acceptable level of stakeholder privacy. This should ensure that the 
organization in return merits the level of trust required to conduct its day to day 
operations with the stakeholder community.  In order to provide the appropriate 
balance between efficiency, effectiveness, security, and privacy of a system, the 
following components should be addressed: 

2.2.1  Privacy Risk Analysis   
Potential risks to privacy of the individual and/or organization could arise with the 
introduction of a new system.  Care should be taken in regard to the type of data 
related to the organization and its stakeholders, and how it is collected, stored, and 
disseminated.  Designers must also consider how manipulation of this data might 
impact stakeholder perceptions of privacy protection.  There appears to be a growing 
mistrust of consumers toward how organizations protect their personal information.  
Results in a recent survey showed that consumer confidence in how well businesses 
handled their personal information dropped from 65% in 1999 to 42% in 2003 [8] .  
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The steps in privacy risk analysis are the same as those in security risk analysis. 
However, the focus is on privacy, rather than risk.  Those steps include the following: 
 

• Identify privacy threats and vulnerabilities 
• Evaluate qualitative and/or quantitative impact 
• Calculate relative risk factors 
• Design cost-effective controls for those threats and vulnerabilities with the 

greatest relative risk 
• Document results of the privacy risk analysis in the system knowledge 

database 
 
The analysts and designers should also make note of the following do’s and don’ts 

in an effort  to improve the overall system, as well as improve stakeholder trust: 
 
• Provide a means for stakeholders to determine what information is collected 

about them, and how it is used 
• Provide a means for individuals to correct erroneous information about 

themselves 
• Provide a means for individuals to opt in or out of the information collection, 

processing, or dissemination processes 
• Obtain stakeholder consent before disseminating personal data with other 

organizations 
• Do not share personal data with untrusted partners 
• Assure the handling of personal data satisfies privacy legislation and abides 

by the organization’s privacy policies 
• Review and/or update privacy policies 
• Document results of the privacy risk analysis in the system knowledge 

database 

2.2.2  Data Evaluation  

Systems that maintain, use, or disseminate individually identifiable information 
should be designed in a manner to assure confidentiality, integrity, availability, and 
non-repudiation of the data.  The old adage of “garbage in, garbage out” still applies. 
Data must be obtained from reliable sources, utilizing reliable data collection 
methods.  Control mechanisms also need to be in place to protect against accidental or 
unauthorized data manipulation. Analysts and/or designers will evaluate the same data 
characteristics as described in the security subsystem, but their focus will be on data 
privacy, rather than data security: 

• Determine the type of each data element within the proposed system  – 
static, dynamic, or derived 

• Determine how each data element is to be manipulated – create, store, 
access, process, transmit, print, and archive 
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• Classify the data according access type -Public, Internal, Confidential, 
Restricted 

• Ensure proper protection and treatment of all personally identifiable data.  
Classify according to risk, value, ownership, and flow within the proposed 
system [4] 

• Establish an audit trail 
• Restrict information flow, when possible, when the risk of privacy loss is 

great 
• Document the data evaluation in the system knowledge database 

2.2.3 Privacy Policies    
There is increasing privacy concern of internetworked systems.  We have experienced 
an exponential rise in invasive software employed by  third parties to collect user 
keystrokes and track their movement throughout the Internet [2].   While many 
marketers view this as a legitimate way of conducting business, most consumers 
consider this a violation of their privacy. Analysts and designers must be aware of 
these potential privacy invasions and take steps to mitigate them.  Additionally, the 
designer must review the organization’s privacy policies and design the system 
accordingly. 

 
 
• Ensure the existence of a privacy policy that includes clear delineation and 

agreement with expectation of privacy “rights” 

Risk 
Analysis 

Data 
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Legislation 
and Regulation 

 
Architecture 

 
Integration 

 
Training 
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Figure 1:  Security and Privacy Subsystems 
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• Determine ownership and responsibility for the policy 
• Review the privacy risk analysis to determine its impact on stakeholders 
• Review and modify existing privacy policies, procedures, and documentation 

based on results of the privacy risk analysis 
• Receive stakeholder approval, where appropriate, of new and/or updated 

policies, procedures, and documentation,  
• Distribute the revised policies to the appropriate personnel and stakeholders  
• Assure that third parties are aware of the privacy policies pertaining to the 

proposed system 
• Document privacy policy changes in the system knowledge database. 

2.2.4  Privacy Legislation and Regulation   

As with security issues, system designers must be aware of changes in the legal 
environment that may impact how privacy issues should be considered when 
designing systems.   Customers are becoming increasingly concerned about the data 
collected about them and how this data is disseminated.  The EU is far advanced in 
preserving the privacy of the individual, while the United States is just beginning to 
address this issue. Regulations such as HIPAA and the Gramm-Leach-Bliley Act 
(protection of financial data) are helping to close the gap between the United States 
and the EU in this regard [5]. Again, we propose that a team approach be used to 
monitor the activities of the following bodies in order to deal with the many facets of 
this problem. The members should come from the security, privacy, audit, legal, 
management, IS/IT and HRM areas, as well as any other functional area, based on the 
impacted system. 

 
• Review government agencies (Local and Foreign) for changes in privacy 

legislation 
• Review industry regulatory groups for proposed changes in privacy practices 

and legislation  
• Review international standards groups, such as the ISO, to assure 

compliance with the most current and proposed guidelines 
• Ensure compliance with regulations by reviewing procedures for conducting 

privacy audits,  reporting sensitive data,  and handling breaches in privacy 
• Determine the data to be protected – where is it? Who controls it? How is it 

accessed? 
• Determine the consequences of breaches in privacy – how was it breached?  

How, and to whom, should the breach be reported? How can we prevent this 
occurring again? 

• Revise privacy policies if deemed necessary 
• Document changes in the system knowledge database 

2.2.5  Privacy Architecture  
The privacy architecture attempts to address privacy concerns as they arise and find 
ways to introduce privacy-enhancing components into the system architecture.  At a 
recent Privacy Enhancing Technologies (PETs) workshop, the participants concluded 
that PETs should 1) provide the highest degree of anonymity possible, 2) minimize 
the amount of data collected about an individual, 3) focus on systems and 
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infrastructures as well as tools, and 4) be designed within a system, rather than added 
at a later date [3].  Steps include the following: 

 
• Determine privacy requirements 
• Formulate potential solutions to the requirements 
• Select the best solution, based upon needs of your organization and the data 

involved 
• Integrate the solution with the system design criteria 
• Document changes to the privacy architecture in the system knowledge 

database 
 
The designer must ensure that the technologies being incorporated into the system 

do not violate the existing internal and external privacy policies.  All too often, 
designers either assume that stakeholder privacy is not compromised, or simply are 
not aware of its importance.  One should pay particular attention to such technologies 
and procedures as web server log files, cookies, known software bugs and patches, 
and sophisticated data mining algorithms. 

2.2.6  System Privacy Integration   
We define System Privacy Integration as the ability to seamlessly share data and 
resources across a variety of systems and platforms while concurrently protecting 
stakeholder and corporate privacy.  

It is important that organizations routinely monitor and/or evaluate their privacy 
practices, as well as those of their business partners.  The following must be 
considered: 

 
• Review integration of other systems and platforms within the organization 
• Review integration with other systems and platforms external to the 

organization 
• Review potential privacy risks 
• Revise privacy policies as deemed necessary 
• Revise privacy architecture as deemed necessary 
• Document changes in the system knowledge database   

2.2.7  Privacy Training   
Individuals must understand how to protect the privacy of data.  They must also 
understand the consequences of what could happen when privacy has been breached.  
Individuals that interact with the proposed system must be aware of all pertinent 
privacy policies and be expected to abide by them. The need for privacy awareness 
training must be ongoing and should include all levels of the organization, as well as 
partners with whom the system information will be shared.  The same factors 
considered for security should be considered for privacy. 

 
• Provide privacy-based training to those individuals responsible for creating, 

storing, accessing, transmitting, printing, and/or archiving sensitive personal 
data 

• Customize the privacy awareness training, incorporating appropriate 
regulations, policies, and procedures 
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• Document privacy training (who, what, when, etc.) in the system knowledge 
database 

2.2.7  Knowledge of Privacy Subsystem 
Please note that the system knowledge database may contain a lot of data pertaining 
to stakeholder privacy and organizational business practices.  Therefore, it should be 
well protected from potential misuse.  Only those with the need to know should be 
provided access to the knowledge database. 

3 System Integration/Optimization 

One must bear in mind that the privacy, security, and business process subsystems 
must be fully integrated (Fig. 2).  This is a highly iterative process.  A change in any 
of the components in any of the given subsystems requires review of all other 
components within the system in order to assure efficiency, security, and privacy of 
the system as a whole.  This need for system integration further highlights the 
necessity of  having an updated system knowledge database. 

System design knowledge has traditionally been managed via system design 
documents and configuration management (CM) systems and processes.  Such 
mechanisms, however, seldom document information protection objectives and 
matrix subsystem design components to those objectives.  Traditional configuration 
management mechanisms primarily serve as inventory management aids, as well as 
organizational tools in software development environments.   

Conversely, the systems knowledge database is intended to be a decision support 
tool.  It helps analysts and developers who have different and sometimes 
contradictory information protection goals to make sound subsystem design decisions 
by considering the overarching information protection goals and the impact of 
changes on other subsystems. 

A systems design knowledge database should store security and privacy objectives; 
results of the risk analysis, including asset identification and valuation, threats and 
vulnerabilities, and risk management decisions; and resultant subsystem design 
components implemented.  Each design component should be mapped to a set of 
technical capabilities, as well as the overarching information protection goal(s) 
addressed by each component.  This will facilitate better decision making in later 
design reviews.  When new components are being proposed and legacy components 
are being considered for removal from the system design, the system knowledge 
database can be polled and assist in providing detailed information regarding the 
impact of such system design additions and deletions.   

While optimizing the subsystems, the analysts and designers may note conflicts 
among the subsystems.  Complying with one set of regulations or demands may result 
in the unintentional violation of others.  Some conflicts can be addressed without 
negatively impacting system efficiency, security, and/or privacy, while others may 
not.    As a result, trade-off decisions must be made, and one or more of the 
subsystems may have to be sub-optimized.  Which is more important – security, 
privacy, or efficiency of the business process?  There is no easy answer as to this 
question.  We must be able to efficiently and securely collect, process, and store data 
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while protecting the privacy rights of an identifiable entity. This dilemma is further 
compounded when one considers where this data is located, and where it may be 
disseminated.  If it crosses national borders,  the privacy and security concerns and 
regulations of each of the involved countries must be addressed. 

 

 
 

Given a choice, most organizations would probably prefer to compromise the 
privacy subsystem.  Why?  Privacy generally impacts its stakeholders, rather than the 
organization itself; increased privacy controls can, and often do, impact system 
efficiency; and it is costly and time-consuming to protect stakeholder privacy.  
However,  
the organization runs the risk of losing stakeholder trust, which could have a very 
strong negative impact on the viability of the firm. 

 
Although there is no easy answer to this question, we suggest the following: 
• Consider the stakeholders and their level of involvement in the given system 
• Identify stakeholder data which has security and/or privacy characteristics (i.e. 

patient medical records) 
• Identify locations internal and external to the organization in which this data 

could be disseminated 
• Perform security and privacy risk analyses 
• Evaluate current regulations, policies, and best practices as they relate to the 

co-located data 
• Categorize security, privacy, and business risks 
• Address the risks in each category which can be mitigated in a costly manner 
• Continually monitor the system throughout the life cycle for changes in 

security, privacy, and business process 

 
Business 
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Subsyste

 
Privacy 
Subsyste

m 
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m 

System 
Knowledge 
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Figure 2: Fully Integrated System 
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4 Conclusions 

As shown in Figure 1, while the components of the security and privacy  subsystems 
are identical, the focus on these components is quite different.  While we can never 
achieve maximum system efficiency within a totally secure and private environment, 
we can attempt to improve each of these subsystems by addressing them from the 
onset of system design. 

This should lead to a functional system that has taken into consideration the 
following: 
Concerns for security and privacy should not be considered a necessary evil; instead, 
they should be incorporated within the organizational culture, and viewed as 
arequirement for maintaining viability of the organization 

• Although security and privacy breaches are  
inevitable, we must strive to reduce them and mitigate consequences of those 
that occur 

• One’s employees remain the greatest security risk.  Most security violations 
are unintententional, while others are the result of disgruntled employees.  
Therefore, organizations should assure their employees are well trained and 
satisfied with their jobs. 

• Security is everyone’s responsibility – from the CEO to the first line employee 
• The optimal level of security for an organization should be based upon the 

evaluation of the costs related to obtaining an acceptable risk level  
• The major tradeoffs between cost, flexibility, and ease of use should be 

considered when designing the overall system. 
 
   Security and privacy are shared responsibilities.  By integrating these susbystems 
with the business process during the early stages of system design, and by following 
the basic guidelines, the resulting system should be far more secure, effective, and 
trustworthy.   
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1 Introduction

Risk analysis, also known as risk assessment, is the first essential step in the information secu-
rity architecture deployment [11]. Information security controls implemented in any organization
should be commensurate with its risks. The purpose of information security risk analysis is to
determine, on the most objective basis, which security controls are appropriate and cost effective.

There are several approaches to risk analysis. However, these can be classified into two cate-
gories: quantitative and qualitative. [10]

In the quantitative approach, probability data is not required and only estimated potential
loss is used. The main drawback of this approach is its very subjective nature and that it heavily
relies on the expertise of the risk analysis team’s members. However, it is the most widely used
approach to risk analysis.

The quantitative approach focus on two elements: the probability of an event occurring and
the likely loss should it happen. Quantitative risk analysis make use of a single indicator called
the annual loss expectancy (ALE), calculated for an event as the product of the potential loss by
the probability of the event occurrence. Then it is possible to rank events in order of risk and
to make decisions about control and countermeasures based on this. The effectiveness of this
approach depends on the reliability and accuracy of the statistical data associated with the event.

One of the most important security controls to be considered into an information security
architecture are intrusion detection systems, (IDS) [2][8]. An IDS needs to be cost-effective in
the sense that it should cost no more than the expected level of loss from intrusions. Despite this,
IDS cost-benefit analysis is seldom done.

In a previous work [6], major cost factor associated with an IDS were examined, including
development cost, operational cost, damage cost due to successful intrusions, and the cost of
manual and automated response to intrusions. Cost factors are qualified according to a definite



attack taxonomy [7], which main categories are illegal root access, illegal user access, denial of
service, and information gathering. A cost-benefit analysis methodology for network intrusion
detection had been proposed [12], based on an investigation of the cost factors and categories of
various intrusions.

But, in order to do a full cost-benefit analysis for NIDS, a loss expectancy value must be ob-
tained, and then a model for potential loss and probability of intrusions is required. In this paper,
we present a probabilistic model for network intrusions that follows a power law distribution.

2 Experimental Data on Attacks

In order to get some insight about what kind of probabilistic distribution follows network intru-
sion events we analyse data collected by an IDS over several months. The IDS used was Snort
1.8 1 using arachNIDS database2 of network attacks signatures.
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Fig. 1. Frequency versus rank of alerts.

Over eight months of observation, 5091 alerts were logged, 137 different kind of attacks
were observed, where arachNIDS database includes more than 500 different attack signatures.
The most frequent kind of attack logged was port scanning, like SYN FIN Scan (IDS198) or
Probe SYN Scan (IDS441), and one of the most rare attacks logged was, for example, a buffer
overflow attempt on IMAP service (IDS147) with a single occurrence on the observed period.
Virus and worms attacks were not considered because they are not longer supported by Snort.

After ranking attacks by frequency of occurrence, we observed that the most innocuous at-
tacks, those included in the information gathering category, are also the most frequently seen. We

1 http://www.snort.org/
2 http://www.whitehats.com/ids/
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observed a high incidence of few probe kind of attack and a very low incidence of more varied
and more dangerous attacks, like buffer overflow attempts. In figure 1 we show a plot of rank ver-
sus frequency, when can be observed how few attacks are most frequently seen. This observation
suggest a power law distribution like that related to many phenomena like Internet traffic [4], web
requests [3], etc.

When we plot rank against frequency in a log-log scale we obtain what is showed in figure
2. The least-squares regression line is

���
�
� � ����� � ���

�
�� ����� (1)

where � is the alert frequency, and � is the alert rank. Then we have

� � ���	��
 � ������� (2)

Then we can take as cumulative distribution function

� ��� � ������ (3)

Then we can deduce for intrusion attacks the following probability distribution function

� ��� � ���� (4)

where � � 
������ and � � � � ������ � ����
�	���. The previous PDF is valid only for
� � � � ��
. This is the well known power law or Zipf-like distribution [1]. For an unknown
number of attacks, we can generalize the attack distribution to a zeta distribution

� ��� �
�

����
� ��� (5)

where ���� is the Riemann’s zeta function evaluated on � [5].

3 Implications for Intrusion Risk Analysis

In this section, we explore some implications of the power law distribution of attacks that we
already present, for intrusion risk analysis. Let 	��� be the potential loss caused by the occurrence
of the rank � attack, then the expected loss for a set 
 of attacks would be

� � �
�
���

	��� � ���� (6)

Also we can have a cost ���� for detection and response to an event of rank �, that can be
calculated by the methodology proposed in [6] and [12].

For a fixed budget 
, we want to detect and respond to the attacks that could inflict the greater
loss. Then we can formulate intrusion risk analysis as a combinatorial optimization problem in
the following way: To find a set of possible threats 
 such that �, as defined in (6), is maximized,
subject to the constraint


 �
�
���

����� (7)

In the general case, this problem could be hard to solve, but under some assumptions it could
be simplified.

First of all, expected loss (6) can be estimated by its continuous limit

� �
�

�� �

�
�

�

	��� � ����� (8)
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Fig. 2. Frequency versus rank of alerts in a log-log scale.

We can observe that this integral can be computed as the Mellin transform [9] of the loss function:

��	���� �

�
�

�

���� � 	����� (9)

evaluated at � � �� �.
A simple closed solution can be found under some assumptions. These assumptions are the

following:

1. The potential loss caused by an attack depends only on the kind of attack. That is, the damage
inflicted by, for example, a denial of service, is the same doesn’t matter what particular DoS
attack it is. (For this matter, we can use the attack taxonomy presented in [7].)

2. Similar kind of attacks are close ranked. That is, all the attacks of the same category (see
[7]) are ranked in some rank interval ��� ��, and all the events ranked in this interval are of
the same kind.

These two conditions are very likely from what we have experimentally observed.
If all attacks of the same kind are ranked in some interval ��� �� and the loss caused for any of

them is a constant � then the loss function for that kind of attack can be expressed as the boxcar
function:


���� �� � ������ ������� ��� (10)

which is equal to � for � � � � � and 
 otherwise, and where � is the Heaviside step function.
The Mellin transform for this function is

��
���� ��� � �
�

�
��� � ��� (11)

and then, the expected loss for that particular kind of attack would be

�
���� �� �
�

��� ���
����� � ����� (12)
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Under assumptions previously stated, attacks can be classified into � different kinds, so that
for all the attacks of kind �, the associated loss to any of them is a constant �� and all of them
rank between an interval ���� ��� where �� is the most probable attack of kind � and �� the least.
Then, we have the expected loss for attack kind � as

�� �
��

��� ���
�����
�

� ����
�

� (13)

for � � �� � � � � �, where the total expected loss would be

� �
��

���

��� (14)

Estimated costs for attack prevention, detection and response are much more easier to obtain
for whole attack kinds than for particular attacks [7]. Thus, if we define �� as the cost associated
to prevention, detection and response to the � attack kind, where � � �� � � � � �, then cost/benefit
analysis can be obtained from �� and �� values using a methodology like the exposed in [12].

4 Conclusions and Future Work

We have presented some experimental evidence suggesting that intruders attacks follows a power
law distribution, very similar to the kind of distribution associated to several aspects of Internet
traffic.

We have shown how this power law distribution can be used to estimate expected losses for
diferent kind of attacks, assuming that the loss inflicted by one attack depends only on the kind
of attack and that attacks of the same kind are close-ranked. Further experimental evidence is
needed to verify how valid are these assumptions.

Further experimental study is also required to extend our analysis to virus and worms attacks.
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Abstract. A common feature practical reputation schemes is that they
are on-line which results in restrictions to both availability and scala-
bility. In order to overcome these two problems we propose an off-line
reputation scheme based on public key certificates. We introduce the
idea of articulated certificates which use proxy signatures to increase the
efficiency of reputation verification. As well as being well-suited to our
problem such linked certificates may be of independent interest.

1 Introduction

Reputation schemes are systems developed to collect, analyse and propagate
users’ reputation [12]. They can be used for many purposes, but in the last few
years have emerged as a promising means for enabling electronic transactions
in e-commerce. Studies have shown that use of reputation schemes has positive
effects on the efficiency and honesty of markets [1], and that the reputation of a
particular agent can have positive effects on the agent’s gain [13].

Most current reputation schemes, especially the practical ones, are specif-
ically designed for on-line use, eBay being a prime example (www.ebay.com).
This situation is not surprising as a reputation scheme must provide real time
responses so that users’ past behaviours can be obtained immediately. Although
an on-line reputation scheme is currently preferred, it suffers two main difficul-
ties: availability and scalability. For example, in a case of denial of service it
may not be possible to access the central server and so reputation values cannot
be found. If the central server is distributed to overcome such problems, then
synchronisation and consistency of data will become difficult.

These problems of distributed reputation systems have much in common
with the problems of distribution of public keys. In both cases there is a need for
access to authenticated values distributed in a timely fashion. Public keys are
usually propagated through certificates formed by an off-line trusted third party.
It seems a natural idea to use reputation certificates formed in an analogous way
by a trusted third party. One of the main aims of this paper is to explore how
this may best be achieved.

Reputation certificates may be controlled by users themselves. The certified
reputation value calculated from processed feedback is communicated to the rep-
utation owner after completion of transactions with its counterparts. Reputation



Table 1. The participants and their symbols

FT A feedback target is the entity who is being evaluated and gains the reputation
rating based on the feedback given by a feedback provider.

RP A relying party is the entity who relies on the feedback target’s reputation
rating to make a decision whether to proceed in a transaction or not.

CA The certificate authority is responsible for the registration of the feedback tar-
gets as well as to issue certificates to them.

CC/RA The collection centre/reputation authority collects legitimate feedbacks and
uses them to calculate reputation rating and update the feedback target’s rep-
utation certificate.

AA The attribute authority is responsible for issuing and signing the attributes.

certificates can be obtained from reputation owners without the need to contact
a central authority. There seem to be two natural ways to realize this proposal.

1. Employ existing identity certificate technologies, for example, X.509 [5] and
PGP [15] to incorporate reputation values.

2. Employ a separate certificate specifically for the reputation value.

In the former option a reputation rating is regarded as one of the attributes
in the identity certificate. As a result the implementation does not require any
significant modification to the existing infrastructure. The latter, on the other
hand, requires a special authority to manage the reputation rating scheme. We
will compare the relative advantages of these different options later.

This paper proposes an off-line reputation scheme based on public key certifi-
cates. The solution is flexible enough to accommodate most formats of reputation
rating. Different options are considered for how to bind the reputation informa-
tion with the identity of the subject. Our proposal, which we call articulated
certificates, can be applied in other situations when it is desired to augment or
update certificate information without re-issuing the identity certificate.

Organisation of the paper Section 2 discusses the background of reputation
schemes. Section 3 discusses three basic solutions to implement binding between
identity certificates and reputation information. Section 4 describes our proposed
solution, its properties and the required protocols. Section 5 discusses the relative
merits with other options. Table 1 presents the notations and the symbols used
throughout the paper.

2 Reputation Systems

There has been considerable interest in reputation systems in recent years and
an extensive literature has developed [12]. Reputation systems may be roughly
classified into two activities.
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Reputation calculation is the task of obtaining reputation values from a set
of feedback information. There are various properties that may be desirable
for calculation engines and reputation values may take different formats. In
this paper we are not concerned with how reputation values are calculated,
as long as they can be represented efficiently in a bit string.

Reputation propagation is concerned with how to distribute reputation val-
ues to parties that require to use them. This is the area addressed in this
paper. There are different properties that may be important, including high
availability of values and reliability. A feature that has often been neglected
is privacy of reputation values; we address this partially in this paper by
allowing owners of reputation certificates to control their distribution.

Off-line reputation propagation has been proposed by some recent authors
[4, 3]. These schemes addressed the integrity of the submitted feedbacks against
manipulation but are not suited to centralised reputation calculation. A recent
proposal of Liau et al. [7] (the LZBT scheme) demonstrated the possibility of
using certificates to represent a user’s reputation in the off-line environment. The
LZBT scheme seems promising for P2P systems because no central authority is
required to operate the scheme. However, its major limitation is that the relying
party has to contact one or more of the preceding feedback provider to verify
the validity of reputation certificates. This creates an extra burden to the service
consumers to verify the certificate.

3 Reputation certificates

Identity certificates bind the identities of users with their public keys. The cer-
tificate is issued and signed by a trusted certificate authority CA. Identity certifi-
cates are typically long term and contain several attributes such as subject name,
public key, expiry date, issuer name, and certificate holder’s name. These certifi-
cates are mainly used for authentication purposes. Attribute certificates [9], on
the other hand, are mainly used to provide access controls and role permissions
of an entity with regard to accessing resources. Therefore, these certificates are
often employed within organizational boundaries. Attribute certificates typically
do not contain the identity of an entity; instead they may contain attributes such
as role, access control, expiry date, the issuer name and the issuer signature.

A reputation rating can be considered as an attribute bound to an iden-
tity. Reputation certificates therefore need to be used in conjunction with an
identity certificate. There are various ways that this may be achieved. Park
and Sandhu [11] discussed three techniques to bind two certificates (the iden-
tity and the attribute certificate): monolithic, autonomic and chained signatures.
In the monolithic signature technique the identity and attribute certificate are
combined to become a single certificate which is signed by an authority. The
autonomic signature technique implements separate signatures: the identity cer-
tificate and the attribute certificate are signed by different authorities. To bind
the two certificates certain attributes in the identity certificate are linked to the
attribute certificate. Finally in the chained signature technique the signature of
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authority on the identity certificate is used as a connection link between the
identity and the attribute certificates. In the next subsections we will consider
solutions which correspond roughly to this classification.

3.1 Combined Certificates

In this solution the identity certificate and reputation certificate are the same
object, and the reputation value is simply an additional attribute in the cer-
tificate. This corresponds to the monolithic certificate of Park and Sandhu [11].
Figure 1 depicts the abstract view of the solution. In this solution, the feedback
target and the feedback provider are required to register with the authority. A
reputation certificate is issued and signed by the reputation certificate authority.
The reputation certificate should be verified by the relying party.

FT

Reputation

Authority


RP

Issue & Update


Reputation

Certificate


Show

Reputation

Certificate


Fig. 1. Abstract view of Combined Reputation Certificate

The combined certificate offers several advantages; it requires no new infras-
tructure, is straightforward to implement and requires only one operation to
verify the authority’s signature. However, it has some drawbacks.

1. The reputation authority is required to issue and manage the certificates
besides its routine task to calculate the reputation of the participants.

2. The reputation attribute becomes available to any party who has access
to the identity certificate. Users may prefer to hold their reputation values
privately except when needed for transactions.

3. Reputation certificates need to be updated frequently so the identity certifi-
cate also needs to be issued each time the reputation is updated.

A different way to form a combined certificate was the smart certificate pro-
posed by Park and Sandhu [10]. The scheme uses the structure of the X.509
certificate as its basis and the extension fields in the original certificate are used
to incorporate additional attributes. Each attribute in the certificate is managed
by different authorities. Although the smart certificate has several desirable prop-
erties, a major limitation highlighted by Chadwick and Otenko [2] is that it is
automatically invalid once any attribute is changed. We expect the reputation
rating to change frequently and the certificate needs to be re-issued each time.

3.2 Separate Certificates

The separate certificate corresponds to the autonomic certificate of Park and
Sandhu [11]. Figure 2 is a graphical representation of the solution showing the
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two types of certificates used. The identity certificate is issued by the certificate
authority, while the reputation certificate will be issued by the reputation au-
thority. The certificates are linked due to shared information, in particular the
unique name (or X.509 distinguished name) from the identity certificate may be
included in the attribute certificate.
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Show Identity Certificate


Show Reputation

Certificate


Reputation Certific
ate


Fig. 2. Abstract view of Separate Certificate

Because there are two authorities, separation of duties can be conducted
which can reduce the problem of overloading the reputation authority. The rep-
utation authority is only responsible for the calculation of the reputation, while
the certificate authority is responsible for the registration of the feedback targets.
The identity certificate is used as an identity mechanism for the feedback target.
Like the combined certificate solution, this solution also has its limitations.

1. It is costly to match the identity certificate and the reputation certificate
especially to the relying party RP who has to do three steps of verifica-
tion: first to check the validity of the identity certificate; second to check
the validity of the reputation certificate; third to match between these two
certificates.

2. RP cannot determine whether RA is authorized to provide reputation for
FT s. This means that relying parties have to independently check the policy
and practice statements for any issuers of attribute certificates.

3.3 Related Certificates

The idea of related certificates is to ensure that the attribute certificate has a
functional link to the identity certificate, beyond simply referring to the same
identity. This corresponds to the chained certificates of Park and Sandhu [11].
The difference from the separate certificate option is that now the binding infor-
mation in the attribute certificate depends on the CA signature on the identity
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certificate. In other words, the attribute certificate is bound to a specific instance
of the identity certificate.

Using an attribute certificate related to the identity certificate as the reputa-
tion certificate is a reasonable option. However, the drawbacks already mentioned
for separate certificates still apply. Independent signature checking increases the
computational burden. The issue of authorization of the RA also applies here,
but with a different twist. The issuer of attribute certificate is free to act inde-
pendently of the CAof the identity certificate. However, CAs may object to use
of their certificates by third parties for purposes without their consent and may
put in place legal obstacles to prevent this.

4 Articulated Certificates

From the discussion in section 3 we see that each of the previous proposals
for binding identity and attribute certificates has some drawbacks when used
for reputation certificates, although separate certificates or related certificates
could be reasonable choices. In this section we proposed a new scheme for linking
reputation and identity certificates. We called this an articulated certificate.
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Fig. 3. Abstract View of Articulated Certificate

Figure 3 illustrates the view of the proposed scheme. The properties of ar-
ticulated certificates are different from all the options considered in section 3.

– Articulated certificates can only be issued by entities that have been autho-
rised to do so by the identity CA. Moreover, the authority to issue may be
restricted for a specific purpose or particular time interval.

– The articulated certificate can be verified using the CApublic key alone –
no separate certificate is required for the reputation authority.

– The identity certificate may be used either with or without the attribute
certificate.
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A major feature of our proposed solution is to use the concept of delegation
to allow the certification authority to give power to the reputation authority
to link to the original certificate. Delegation enables RA to update reputation
rating in the certificate without invalidating the certificate. The CA delegates
his signing capability to RA using the proxy signature scheme. Figure 4 shows
the abstract view of the proposed architecture.
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Fig. 4. Proposed Architecture

4.1 Proxy Signatures

Proxy signature schemes allow an original signer to delegate signing capability to
another entity, the proxy signer. The first proxy signature scheme was introduced
by Mambo et al. [8]. Subsequently a number of schemes have been proposed in
the literature [14, 6]. For our purpose the scheme of Mambo et al. (MUO scheme
hereafter) will be employed. However, other proxy signature schemes can also be
used in our proposal. A brief review of MUO scheme follows.

System Settings: Global system parameters consist of a large prime p, a
prime factor q of p − 1, and an element g ∈ Z∗p of order q. Computations take
place in Z∗p unless indicated otherwise. Entity A denotes the original signer and
B denotes the proxy signer. Assume that xA is a private key for A and the
corresponding public key yA = gxA and mw is a statement about delegation
which typically contains some particulars including the proxy signer identifica-
tion. A one way hash function H() is used. The scheme can be divided into four
phases; generation of a proxy key, verification of the proxy key, signing using the
proxy key and verifying the proxy signature. A small modification is made to
the original of MUO scheme to include the hash of mw.

Generation of a proxy key. A chooses a random number, k ∈R Z∗q and com-
putes r = gk. He proceeds to compute sP = xAH(mw) + kr mod q and then
sends (sP , r) to B securely.

Verification of the proxy key. Upon receiving (sP , r), B verifies gsP
?= y

H(mw)
A rr.

If this equation holds B accepts it is a valid proxy key.
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Signing using the proxy key. B signs message m using the proxy key sP .
The signed message is S(m), r where S() is any discrete log signature gen-
eration algorithm.

Verifying of the proxy signature. A verifier first calculates yP = y
H(mw)
A rr

and checks the validity of the proxy signature V (yP ,message) ?= true where
V () is a the signature verification algorithm.

Since MUO scheme is employed, the properties of the scheme of MUO are
automatically inherited into our proposal.

1. Unforgeablity Besides CA, only RA can create a valid proxy signature.
The third parties who are not designated as a proxy signer cannot create a
valid proxy key.

2. Verifiability RP can be convinced of the original signer agreement on the
signed message.

3. Identifiability Anyone can determine the identity of the proxy signer from
a proxy signature.

4. Undeniability Once the proxy signer creates a valid proxy signature he
cannot repudiate it.

4.2 Protocol of the Scheme

The protocol consists of six phases as follows. Execution of the phases is not
necessarily in sequential order, except that the delegation and registration phases
have to be executed prior to the other phases. Some phases may need to be
executed more than once, such as updating certificate, showing certificate and
validating certificate.

– Delegation CA delegates signing capability to RA so that RA can update
the certificate of FT with a new reputation rating. It is assumed that both
parties CA and RA have already agreed upon the terms and conditions of
delegation beforehand which are encoded in mw. To delegate, CA executes
the generation phase of the MUO scheme by choosing a random number k
and computes rRA = gk. This is followed by computing sRA = xCAH(mw)+
krRA mod q and sends (sRA, rRA) to RA securely. On receiving this pair RA

verifies gsRA
?= yCAH(mw)rrRA

RA . If this holds RA accepts it is a valid proxy
key.

– Registration FT creates a public key yFT and the corresponding private
key xFT . yFT and IDFT are securely sent to CA for registration. A typical
certificate format of the basic certificate may be as follows:

SigCA FT yFT Exp CA RA

where SigCA denotes the CA’s signature and Exp denotes expiry date of
the certificate, On receiving FT ’s particulars, CA verifies their validity. The
certificate is signed by CA using his private key xCA and is sent to FT .

60



Notice that it is not essential to include the identity of the reputation au-
thorities with the identity certificate, as shown above. Instead, the RA may
be identified separately to the relying party by the certificate owner.

– Sending Identity Certificate FT is required to send his identity certifi-
cate to RA for the initial contact. It can then be recorded in a database
maintained by RA until a new identity certificate is issued.

– Updating Reputation Certificate
To prevent unnecessary updating, statistics of activity of the feedback target
may be used to determine when the reputation rating should be updated.
An active user may be given a short expiry date while an inactive user has a
longer one. To issue a new reputation certificate RA signs it using the proxy
private key sRA. The certificate is sent to FT . A typical certificate format
of the articulated certificate may be as follows.

SigRA ExpR FT RA FT Rating

where SigRA is the signature of RA and ExpR denotes the expiry date of
the reputation rating,

– Showing Certificate Before any engagement with the intended RP , FT
may be required to show his reputation certificate to RP so that his repu-
tation can be evaluated.

– Validating Reputation Rating Prior to accepting the rating in the rep-
utation certificate, RP calculates yRA and verifies the certificate validity
based on signature to the conditions in mw. If so RP accepts the reputation
rating as a valid reputation rating.

5 Discussion

There are several advantages held by our scheme compared to other schemes.

– Only one operation is required to verify the reputation certificate, as only the
RA’s signature needs to be checked by the relying party while the validity of
the identity certificate is verified by RA. This advantage is also shared by the
basic certificate. Separate certificates and related certificates, on the other
hand, require three computations to verify the validity of both certificates.

– There is a separation of duties between the identity CA and reputation
authority. This is generally a good security practice, and ensures that neither
is overloaded with management tasks.

– Our scheme implements tightly-coupled binding between the identity and
reputation certificates because a single identity certificate may be mapped
to multiple reputation certificates. This advantage is shared by the combined
certificate while the separate certificate implements loosely-coupled solution.

– Our proposal has high reusability because changes to the reputation certifi-
cate or the identity certificate cannot invalidate the reputation certificate.
This is shared by the separate certificate while the basic reputation and the
related certificates have low reusability because any changes invalidate them.
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Abstract. In this work we provide a formal analysis of the security of
an identity-based ring signature scheme proposed by Zhang and Kim in
[10]. We first define the security requirements that this kind of schemes
must satisfy; or in other words, the capabilities and goals of the most
powerful attacks these schemes must remain secure against. Then we
prove, in the random oracle model, that the above-mentioned scheme
is secure against the defined attacks, assuming that the Computational
Diffie-Hellman problem is hard to solve.

1 Introduction

In a ring signature scheme, a user computes a signature on behalf of a set (or
ring) of users which contains himself. The goal is that any verifier must be
convinced that the signature has been computed by some member of this ring,
but he has no better way than at random to guess which member is the actual
author of the signature.

In practice, if the communications system is authenticated with the use of a
Public Key Infrastructure (PKI) based on certificates, the signer must first verify
that the public keys of the ring correspond (via a certificate) to the identities
of the users that he wants to include on the ring. Later, the verification process
of a ring signature obviously employs the public keys of the members of the
ring. Therefore, the verifier must first check that these public keys are actually
certificated as the ones of the members of the ring.

This means that the cost of both processes of generating and verifying a ring
signature substantially increases because of the necessary management of digital
certificates. Any possible alternative which avoids the necessity of a PKI is very
welcome if we want to design efficient public key cryptosystems, in particular
ring signature schemes where the number of certificates that must be checked in
each operation can be reasonably high.

Identity-based (from now on, ID-based) cryptography, introduced by Shamir
in 1984 [9], is a solution to this problem. The idea is that the public key of a
? This work was partially supported by Spanish Ministerio de Ciencia y Tecnoloǵıa

under project TIC 2003-00866.



user can be easily (and publicly) computed from his identity (for example, from
a complete name, an e-mail or an IP address). Then, the secret key is derived
from the public key. In this way, certificates which link identities and public keys
are not needed any more, because anyone can easily verify that some public key
PKU corresponds in fact to user U . The process that generates secret keys from
public keys must be executed by an external entity, known as the master.

In this work we analyze the security of an ID-based ring signature scheme,
based on bilinear pairings. Let us do a brief overview of some works related to
ring signatures.

In [8], Rivest, Shamir and Tauman formalize the concept of ring signature
schemes, and propose a scheme which they prove existentially unforgeable under
adaptive chosen-message attacks, in the ideal cipher model, assuming the hard-
ness of the RSA problem. This scheme also uses a symmetric encryption scheme
and the notion of combining functions.

Bresson, Stern and Szydlo show in [3] that the scheme of [8] can be modified
in such a way that the new scheme is proved to achieve the same level of security,
but under the strictly weaker assumption of the random oracle model.

In [1], Abe, Ohkubo and Suzuki give general constructions of ring signature
schemes for a variety of scenarios, including those where signature schemes are
based on one-way functions, and those where signature schemes are of the three-
move type (for example, Schnorr’s signature scheme).

Some security results for generic ring signature schemes, as well as a new
specific scheme based on Schnorr’s signature scheme, are given by Herranz and
Sáez in [5].

Finally, the only ID-based ring signature scheme proposed until now (as far
as we know) is the one by Zhang and Kim [10], which is based on pairings.
However, they do not provide a formal proof of the existential unforgeability of
the proposed scheme.

We provide such a formal proof of security for this ID-based ring signature
scheme, assuming that the Computational Diffie-Hellman problem is hard to
solve. The proof uses standard techniques in the random oracle model [2], like
replaying attacks (formalized in the forking lemmas by Pointcheval and Stern
in [7]), which have been already employed to prove the security of other ring
signature schemes, for example [1, 5].

2 Zhang and Kim’s ID-Based Ring Signature Scheme

In this section we review the ID-based ring signature scheme proposed by Zhang
and Kim in [10]. We first explain some basics on bilinear parings and on ring
signature schemes.

2.1 A Note on Pairings

Let G1 be an additive group of prime order q, generated by some element P . Let
G2 be a multiplicative group with the same order q. We consider a pairing as a
map e : G1 ×G1 → G2 with the following three properties:
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1. It is bilinear, which means that given elements T1, T2, T3 ∈ G1, we have that
e(T1 +T2, T3) = e(T1, T3) ·e(T2, T3) and e(T1, T2 +T3) = e(T1, T2) ·e(T1, T3).
In particular, for all a, b ∈ Zq, we have e(aP, bP ) = e(P, P )ab = e(P, abP ) =
e(abP, P ).

2. The map e can be efficiently computed for any possible input pair.
3. The map e is non-degenerate: there exist elements T1, T2 ∈ G1 such that

e(T1, T2) 6= 1G2 .

Combining properties 1 and 3, it is easy to see that e(P, P ) 6= 1G2 and that
the equality e(T1, P ) = e(T2, P ) implies that T1 = T2.

The typical way of obtaining such pairings is by deriving them from the Weil
or the Tate pairing on an elliptic curve over a finite field. The interested reader
is referred to [11] for a complete bibliography of cryptographic works based on
pairings.

2.2 Ring Signatures

The idea of a ring signature is the following: a user wants to compute a signature
on a message, on behalf of a set (or ring) of users which includes himself. He
wants the verifier of the signature to be convinced that the signer of the message
is in effect some of the members of this ring. But he wants to remain completely
anonymous. That is, nobody will know which member of the ring is the actual
author of the signature.

These two informal requirements are ensured, if the scheme satisfies the fol-
lowing properties:

1. Anonymity: any verifier should not have probability greater than 1/n to
guess the identity of the real signer who has computed a ring signature on
behalf of a ring of n members. If the verifier is a member of the ring distinct
from the actual signer, then his probability to guess the identity of the real
signer should not be greater than 1/(n− 1).

2. Unforgeability: among all the proposed definitions of unforgeability (see
[4]), we consider the strongest one: any attacker must have negligible prob-
ability of success in forging a valid ring signature for some message m on
behalf of a ring that does not contain himself, even if he knows valid ring
signatures for messages, different from m, that he can adaptively choose.

Ring signatures are a useful tool to provide anonymity in some scenarios. For
example, if a member of a group wants to leak to the media a secret information
about the group, he can sign this information using a ring scheme. Everybody
will be convinced that the information comes from the group itself, but anybody
could accuse him of leaking the secret.

A different application is the following: if the signer A of a message wants that
the authorship of the signature could be entirely verified only by some specific
user B, he can sign the message with respect of the ring {A,B}. The rest of
users could not know who between A and B is the author of the signature, but
B will be convinced that the author is A.
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2.3 The Scheme

Zhang and Kim proposed in [10] the first ID-based ring signature scheme, fol-
lowing the idea behind the ring signature schemes proposed by Abe, Ohkubo
and Suzuki in [1]. We review Zhang and Kim’s scheme in this section.

Setup: let G1 be an additive group of prime order q, generated by some element
P . LetG2 be a multiplicative group with the same order q. We need q ≥ 2k, where
k is the security parameter of the scheme. Let e : G1 × G1 → G2 be a pairing
as defined in Section 2.1. Let H1 : {0, 1}∗ → G1 − {0} and H2 : {0, 1}∗ → Zq be
two hash functions (in the proof of security, we will assume that they behave as
random oracles [2]).

The master entity chooses at random his secret key x ∈ Z∗q and publishes the
value Y = xP ∈ G1.

Secret key extraction: a user U , with identity IDU ∈ {0, 1}∗, has public key
PKU = H1(IDU ). When he requests the master for his matching secret key, he
obtains the value SKU = xPKU .

Ring signature: consider a ring U = {U1, . . . , Un} of users; for simplicity we de-
note PKi = PKUi

= H1(IDUi
). If some of these users Us, where s ∈ {1, . . . , n},

wants to anonymously sign a message m on behalf of the ring U , he acts as
follows:

1. Choose a random T ∈ G1 and compute cs+1 = H2(U ,m, e(T, P )).
2. For i = s+1, . . . , s−1 (where i is considered modulo n), choose Ti at random

in G1. Compute ci+1 = H2(U ,m, e(Ti, P ) · e(ciPKi, Y )).
3. Compute Ts = T − csSKs mod q.
4. Define the signature of the message m made by the ring U = {U1, . . . , Un}

to be (U , m, c0, T0, T1, . . . , Tn−1).

Verification: the validity of the signature is verified by the recipient of the mes-
sage in the following way:

1. For i = 0, 1, . . . , n− 1, compute ci+1 = H2(U ,m, e(Ti, P ) · e(ciPKi, Y )).
2. Accept the signature as valid if cn = c0, and reject it otherwise.

By using the bilinear property of the pairing e, it is easy to see that the
scheme is correct.

3 A Formal Security Analysis

In their paper [10], Zhang and Kim do not provide a formal proof of the security
of this scheme. Their arguments are quite heuristic or intuitive. They can be
enough for anonymity, but not for unforgeability. For example, they do not define
the capabilities of an adversary against an ID-based ring signature scheme. They
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assert that the scheme is secure because in the case n = 1 the scheme is exactly
the ID-based signature scheme proposed by Hess in [6], and since this scheme is
proved to be secure, then the ring signature scheme is also secure. Clearly, this
argument is not enough. We give in this section a formal proof of the security
of their scheme, which employs some standard techniques, like replaying attacks
[7], already used to prove the security of other ring signature schemes [1, 5].

3.1 The Security Model

We must consider the most powerful attack against an ID-based ring signature
scheme, that we call chosen message and identities attack. Such an attacker A
is allowed to:

– make Q1 queries to the random oracle H1 and Q2 queries to the random
oracle H2;

– ask for the secret key of Qe identities of its choice (extracting oracle);
– ask Qs times for valid ring signatures, on behalf of rings of its choice, of

messages of its choice (signing oracle).

The total number of queries must be polynomial in the security parame-
ter. The attacker is successful if it outputs, in polynomial time and with non-
negligible probability, a valid ring signature for some message m and some ring
of users U = {U1, . . . , Un} such that:

– the attacker has not asked for the secret key of any of the members of the
ring U ;

– the attacker has not asked for a valid ring signature, on behalf of the ring
U , of message m.

3.2 The Computational Diffie-Hellman Problem

We consider the following well-known problem in the group G1 of prime order
q, generated by P .

Definition 1. Given the elements P, aP, bP ∈ G1, for some random values
a, b ∈ Z∗q , the Computational Diffie-Hellman (CDH) problem consists of com-
puting the element abP .

The Computational Diffie-Hellman Assumption asserts that, if the order of
G1 is q ≥ 2k, then any polynomial time algorithm that solves the CDH problem
has a success probability pk which is negligible in the security parameter k. In
other words, for all polynomial f(), there exists an integer k0 such that pk < 1

f(k) ,
for all k ≥ k0.
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3.3 Proving the Unforgeability of the Scheme

We start with a technical lemma which will be necessary for the proof of the
main result. Its proof can be found in [7].

Lemma 1. (The Splitting Lemma) Let A ⊂ X×Y such that Pr [(x, y) ∈ A] ≥ δ.
For any α < δ, define

B = {(x, y) ∈ X × Y | Pr
y′∈Y

[(x, y′) ∈ A] ≥ δ − α}.

Then the following statements hold:

1. Pr [B] ≥ α.
2. For any (x, y) ∈ B, Pry′∈Y [(x, y′) ∈ A] ≥ δ − α.
3. Pr [B|A] ≥ α/δ.

We prove now that the existence of a successful attack against the ID-based
ring signature scheme could be used to solve the Computational Diffie-Hellman
problem in G1 (a proof by reduction). Since this problem is assumed to be hard,
we conclude that there does not exist such an attack. In this way, the scheme
is proved to be existentially unforgeable under chosen message and identities
attacks.

In this proof, we assume that the hash functions H1 and H2 behave as random
oracles [2].

Theorem 1. Let k be a security parameter, and let the order of G1 be q ≥ 2k.
Let A be a probabilistic polynomial time Turing machine attacking the considered
ID-based ring signature scheme. We denote by Q1, Q2, Qe and Qs the number of
queries that A can ask to the random oracles H1 and H2 and to the extracting
and signing oracles, respectively. We denote by N the maximum cardinality of
the rings for which A asks for a valid signature.

Assume that A produces, within polynomial time t and with non-negligible
probability of success ε, a valid ring signature (U ,m, c0, T0, T1, . . . , Tn−1), such
that A has not asked for the secret key of any of the members of U , and has
not asked for a valid ring signature of m on behalf of the ring U . Assume that
q > max{(Q1 + Qe)2, 2N, 2Q2Qs} and that ε >

64 Q2
2

q .
Then the Computational Diffie-Hellman problem in G1 can be solved with

probability ε′ ≥ 9
100 Q1

and in time t′ ≤ 64Q2
2

ε t.

Proof. Let (P, aP, bP ) be an input of the CDH problem in G1, for some ran-
dom a, b ∈ Z∗q . We design a solver algorithm B that uses the attacker A as a
subroutine, and finds the solution of the CDH problem.

First, B runs the setup phase of the ID-based ring signature scheme, defining
the public master key as Y = aP . Then B runs the attacker A. The algorithm
B must simulate the environment of the attacker A; that is, it must provide
consistent answers to all the queries that A is allowed to make (random oracles
H1 and H2, extracting and signing oracles).
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Furthermore, B chooses at random a value ` ∈ {1, 2, . . . , Q1}. When the
attacker A makes the `-th query to the random oracle H1, with some identity
ID`, the algorithm B sets PK` = H1(ID`) = bP , and sends this value to the
attacker. Later, if the attacker A asks for the secret key of ID` to the extracting
oracle, then the algorithm B stops and outputs “fail”.

For the rest of identities {IDj}1≤j≤Qe+Q1 that A queries to the extracting
oracle or to the random oracle H1, B can provide consistent answers as follows:
B chooses a random element xj ∈ Z∗q and computes the values PKj = xjP and
SKj = xjY , where Y is the master public key. Then B sets H1(IDj) = PKj ,
and stores this relation in a random oracle list for H1. If the query was a random
oracle query, B sends to A the value PKj . If the query was an extracting query,
B sends to A the value SKj for the secret key, as well.

The only inconsistency problem happens if two different executions (with
different identities IDi and IDj) of this simulation result in the same value
PKi = PKj . The probability of such a collision is, however, less than (Q1+Qe)2

2 · 1q .
On the other hand, every time that A asks for a valid ring signature for a

message m and a ring U , the algorithm B proceeds as follows:

1. Choose at random c0 ∈ Zq.
2. For i = 0, 1, . . . , n − 1, choose Ti at random in G1. If i 6= n − 1, compute

ci+1 = H2(U ,m, e(Ti, P ) · e(ciPKi, Y )). In order to compute this value, the
algorithm B constructs, as before, a random oracle list for H2. If the input is
already in the list, it outputs the matching value. If not, it chooses a random
value in Zq, outputs it and stores the new relation in the list.

3. Define H2(U ,m, e(Tn−1, P ) · e(cn−1PKn−1, Y )) to be c0. Store this relation
in the list for H2.

4. Send the tuple (U ,m, c0, T0, T1, . . . , Tn−1) to A.

For the queries of A to the random oracle H2, the algorithm B proceeds in the
same way: it looks for the input in the list, outputting the matching value if it
finds it, or a random value otherwise. Now the risk is that, in step 3 of the above
simulation process, the obtained tuple (U ,m, e(Tn−1, P ) · e(cn−1PKn−1, Y )) has
been already queried by A to the random oracle H2. The probability of such a
collision is less than Q2

q for each execution of the signature simulation, and so
less than QsQ2

q for the whole process.
Summing up, the algorithm B successfully simulates the environment of A

with probability greater than ε1 = (1− (Q1+Qe)2

2q )(1− QsQ2
q ).

We denote by ω the whole set of random tapes that take part in an attack
by A, with the environment simulated by B, but excluding the randomness
related to the oracle H2. The success probability of A in forging a valid ring
signature scheme is then taken over the space (ω,H2). If we denote by S the set
of successful executions of A, we have that Pr[(ω,H2) ∈ S] ≥ ε.

Now consider a ring signature (U ,m, c0, T0, T1, . . . , Tn−1) forged by A. We
denote as Ri the value e(Ti, P ) · e(ciPKi, Y ), for all i = 0, . . . , n− 1. We use the
notation Q1,Q2, . . . ,QQ2 for the different queries that A makes to the random
oracle H2. By the ideal randomness of this oracle, the probability that A has
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not asked for some of the tuples (U ,m, Ri), with i = 0, . . . , n−1 (and so A must
have guessed the corresponding output), is less than n

q ≤ N
q .

We refer as S ′ to the successful executions of A, with B simulating its envi-
ronment, where A has queried all the tuples (U ,m,Ri) in the forged signature
to the random oracle H2. We have that ε2 = Pr[(ω, H2) ∈ S ′] ≥ ε ε1(1 − N

q ).
The restriction on the values of q, Q1, Q2, Qe and Qs in the statement of this
theorem implies that ε2 > ε/8.

Because of the ring structure formed by the queries that A makes to the
random oracle H2, there exists at least one index k ∈ {1, 2, . . . , n} such that the
query Qu = (U ,m, Rk) was made to H2 before the query Qv = (U ,m, Rk−1)
(that is, u < v). This pair (u, v) is called then a gap index. If there are two
or more gap indexes in a forged signature, we consider only the one with the
smallest value u. This allows us to define the subset S ′u,v of S ′ as the set of
executions in S ′ whose gap index is (u, v). This gives us a partition of S ′ in
exactly Q2(Q2+1)

2 classes.
If B invokes t1 = 1/ε2 times the attacker A with randomly chosen (ω, H2),

it obtains a successful execution (ω̃, H̃2) ∈ S ′u,v, for some gap index (u, v), with

probability 1− (1− ε2)1/ε2 = 1−
[(

1 + 1
−1/ε2

)−1/ε2
]−1

≥ 1− e−1 > 3/5.

Now we define the set of gap indexes which are more likely to appear as

I = {(u, v) s.t. Pr[(ω,H2) ∈ S ′u,v | (ω, H2) ∈ S ′] ≥ 1
Q2(Q2 + 1)

}.

And the corresponding subset of successful executions as S ′I = {(ω, H2) ∈ S ′u,v

s.t. (u, v) ∈ I}.
It holds that Pr[(ω, H2) ∈ S ′I | (ω, H2) ∈ S ′] ≥ 1/2. In effect, since the sets

S ′u,v are disjoint, we have

Pr[(ω, H2) ∈ S ′I | (ω, H2) ∈ S ′] =
∑

(u,v)∈I

Pr[(ω,H2) ∈ S ′u,v | (ω, H2) ∈ S ′] =

1−
∑

(u,v)/∈I

Pr[(ω, H2) ∈ S ′u,v | (ω, H2) ∈ S ′].

Since the complement of I contains at most Q2(Q2+1)
2 gap indexes, we have that

this probability is greater than 1 − Q2(Q2+1)
2 · 1

Q2(Q2+1) = 1/2. Therefore, with

probability at least 1/2, the specific successful execution (ω̃, H̃2) is in S ′I .
Consider any possible likely gap index (u, v) ∈ I; we have that

Pr[(ω, H2) ∈ S ′u,v] = Pr[(ω, H2) ∈ S ′] · Pr[(ω, H2) ∈ S ′u,v | (ω, H2) ∈ S ′] ≥

≥ ε2 · 1
Q2(Q2 + 1)

.

We split H2 as (H ′
2, ck), where H ′

2 corresponds to the answers of all the queries to
H2 except the query Qv, whose answer is denoted as ck. We apply the Splitting
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Lemma (lemma 1), taking X = (ω,H ′
2), Y = ck, A = S ′u,v, δ = ε2

Q2(Q2+1) and
α = ε2

2Q2(Q2+1) . The lemma says that there exists a subset of executions Ωu,v

such that:
Pr[(ω, H2) ∈ Ωu,v | (ω, H2) ∈ S ′u,v] ≥ α

δ
=

1
2

and such that, for any (ω, H2) ∈ Ωu,v:

Pr
c′k

[(ω, H ′
2, c

′
k) ∈ S ′u,v] ≥ δ − α =

ε2
2Q2(Q2 + 1)

.

Assuming that the concrete execution (ω̃, H̃ ′
2, c̃k) is in S ′I , for some concrete

gap index (ũ, ṽ) ∈ I, then with probability greater than 1/2, the execution is also

in Ωũ,ṽ. In this case, if we now repeat t2 =
(

ε2
2Q2(Q2+1) − 1

q

)−1

times the attack

A with fixed (ω̃, H̃ ′
2) and randomly chosen c′k ∈ Zq, we obtain with probability

again greater than 3/5 a new c′k such that (ω̃, H̃ ′
2, c

′
k) ∈ S ′ũ,ṽ and such that

c′k 6= c̃k.
Since we have imposed in the stating of the theorem that ε >

64Q2
2

q , we have

in particular that ε2
2Q2(Q2+1) > 2

q , which implies that t2 < 4Q2(Q2+1)
ε2

.
The total probability is then ε3 ≥ 3

5 · 1
2 · 1

2 · 3
5 = 9

100 , and the polynomial
number of repetitions of the attack A is

t1 + t2 <
1
ε2

+
4Q2(Q2 + 1)

ε2
<

8
ε

+
8 · 4 ·Q2 · 2Q2

ε
=

64Q2
2 + 8
ε

.

Now consider the two successful executions of the attack (ω̃, H̃ ′
2, c̃k) and

(ω̃, H̃ ′
2, c

′
k) that the algorithm B has obtained. Since the random tapes and H1

are identical, and the answers of the random oracle H2 are the same until the
query Qṽ = (U ,m, Rk−1), we have in particular that the query Qũ = (U ,m, Rk),
which happens before Qṽ, is also identical for the two executions. Therefore,

Rk = e(Tk, P ) · e(c̃kPKk, Y ) = e(T ′k, P ) · e(c′kPKk, Y ), with c′k 6= c̃k.

On the other hand, with probability 1/Q1, the choice of the index ` made by
B is a correct guess, and the public key PK` corresponds precisely to this PKk.
In particular, this means that the attacker A has not asked for the secret key
matching with PK`, and so the CDH-solver B has not output “fail”.

Summing up, with probability ε′ ≥ 9
100 Q1

and in time t′ ≤ 64Q2
2+8
ε t, the

algorithm B obtains values Tk, T ′k, c̃k, c′k such that e(Tk, P ) · e(c̃kPKk, Y ) =
e(T ′k, P ) · e(c′kPKk, Y ), where PKk = PK` = bP and Y = aP .

Since the pairing e is bilinear and non-degenerate, the previous equality im-
plies that e(Tk + c̃kabP, P ) = e(T ′k + c′kabP, P ) and so Tk − T ′k = (c′k − c̃k)abP .
Since c′k 6= c̃k, one can compute the inverse of c′k − c̃k modulo q, and therefore
B obtains the solution of the CDH problem:

abP =
1

c′k − c̃k
(Tk − T ′k) ∈ G1.

ut
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Assuming that the Computational Diffie-Hellman problem cannot be solved
in polynomial time and with non-negligible probability, this theorem implies
that the Zhang and Kim’s ID-based ring signature scheme is unforgeable under
chosen message and identities attack.

4 Conclusions

In this work we provide a formal model to analyze the unforgeability of ID-based
ring signature schemes, by defining the goals and the capabilities of an adversary
against such a scheme. Then we prove that the scheme proposed by Zhang and
Kim in [10] achieves this level of security, in the random oracle model.

In some way this result completes the work of Zhang and Kim. They de-
signed the scheme and showed that it is unconditionally anonymous, but did not
formally prove its unforgeability.

Furthermore, the new formal security model could be used to analyze the
security of future proposals of ID-based ring signature schemes.
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Abstract. This paper is focused on biometric user authentication on the Internet 
using keystroke dynamics. This work describes the advantages of using key-
stroke biometrics in B2C Internet applications, and also it shows the problems 
and techniques related to sampling the typing pattern in the Internet. This re-
search work is presented applied to a real experimental system that implements 
a keystroke dynamics login mechanism based on interkey and holdkey typing 
times. Several experiments are described and as a result of these experiments, a 
statistical pattern-recognition model based on mixed typing times and the aver-
age normalization technique is presented in this work. Internet open platform 
technologies are used. 

1   Introduction 

In the work presented in this paper, we have developed a system based on behavioral 
biometrics (see [1]) to provide authentication in a secure Internet application: a busi-
ness-to-customer (B2C) e-commerce system. The system uses the keystroke dynamics 
to learn which is the user’s behavior when he/she types a sequence of fixed characters 
in the keyboard. Several works on keystroke dynamics authentication can be found, 
but not considering the specific characteristics of typing in Internet applications: for 
instance, the preliminary work of Gaines and Lisowski [2], the password experiments 
of Monrose and Rubin [3], or the authentication studies of Obaidat and Sadoun [4]. 

Keyboard is a common hardware that comes in useful to authenticate a user in the 
Internet because nowadays is the common input device in each terminal in the net-
work. This is a key point for e-commerce systems which main objective is to get a big 
number of customers i.e. in B2C systems. It also implies no extra-hardware needed, 
that also increases the number of potential users of the system in the Internet. This 
kind of biometric control in a web application already has a minimal cost because it 
only needs new software, not extra-hardware. 



2   Method 

2.1   Data Collection Mechanism for Typing Samples 

A ‘sample’ in keystroke biometrics can be information related to: typing difficulty, 
interkey times (latencies), holdkey times (durations) or others like the number of keys 
involved on the character generation, keystroke overlaps, etc. Our work is focused on 
measuring typing times i.e. latencies and durations. In the Internet the problem is to 
do this sampling process in a platform-independent manner i.e. independently of the 
CPU frequency where the user is typing.  

The prototype developed in this work is based on machine cycles in order to be 
able to fetch the holdkey times and get maximum sampling precision. Machine cycles 
can be measured using low-level programming languages or assembler. However this 
kind of languages depend on the hardware platform –kind of computer- been used, so 
that it is not a valid approach for a B2C Internet application. This type of application 
is going to run in the Internet where a lot of different hardware platforms are con-
nected. This requirement implies to use an open-platform language to capture the 
keystroke biometric data: Java language. With this high-level language we can meas-
ure the machine cycles in an indirect way, using machine pseudocycles using an 
event-based technique where a counter-thread is continuously increasing the value of 
a variable i.e. this value is the number of machine cycles multiplied by a constant 
factor equal to the number of machine instructions involved in the adding loop im-
plemented in Java language.  

The machine pseudocycles are also dependent on the computer frequency where 
the user is typing. The idea is we also need to identify the user independently which 
computer is been used by him/her. In the Internet the user could be using our applica-
tion from different terminals at different times. Therefore, in order to assure a pattern-
recognition algorithm is able to identify the genuine user between different hardware 
platforms, the biometric samples need to be normalized to be CPU frequency-
independent. In this case, a normalization technique by the average value is used. It 
means the average time of the typed sequence is used as reference time to normalize 
all the times in the sequence. 

2.2   Statistical Model for Typing Recognition 

The prototype is a typical three-tier Internet architecture. In our experiments the key-
stroke pattern-recognition prototype consist of a database with biometric information 
that is checked with a server program (CGI in C++) when a user does a login into a 
simulated web system i.e. an HTML page with a Java applet. 
When the user tries to access to the website, the system sends a form (the Java applet) 
where the user must type his/her userId and password. At the same time the system is 
registering this information, it is also registering biometric data related to the key-
stroke dynamics of the user, and this information is sent to the server through Inter-
net. The server receives the biometric data and runs a CGI program with the logic 
related to the pattern-recognition algorithms to try to identify or authenticate to the 
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user by his/her typing rhythm. The CGI compares the information with the informa-
tion stored into a database of files in the hard disk. This files come from the user 
registration process in the system (training). 
 

A statistical model provides the pattern-recognition mechanism, and it consists of a 
parameter-based estimation. We can consider each holdkey or interkey time as the 
result of a random experiment. That result is a normalized -by the average- time value 
t in Ω = (0, +∞).  Let be the hypothesis “each user types with some regularity rate”, 
we can expect the time values generated by the user will be concentrated around some 
average value, and with small deviations from it. These deviations are minimum 
when the user is very regular. That behavior is well-modeled by a gaussian function 
i.e. a normal density N(µ,σ²) with µ average and σ² variance. The analytic expression 
of this function is well known: 

N(µ,σ²)  f(x) = (1/√2 σ²π) exp( (-1/2 σ²) · (x- µ)² ) (1) 

The f(x) corresponds to a normal distribution but we don’t know its exact parame-
ters (µ,σ²). The technique of maximum likelihood shows that the best estimators are: 

µ = (1/n) Σ x 

σ² = (1/n) Σ (x – µ )² 
(2) 

Thus with this technique we get a punctual density estimation following the time 
distribution for a specific typing. Let be a Ti time which estimated distribution is 
Ni(µ,σ²), the probability of getting that Ti is defined by the density fi(Ti ;µ,σ²). This Ti  
point probability is used as a scoring function for the Ti point by the system.  
 

During the training phase (ten samples) the user generates the samples composing 
a template that consist of the sample estimators for the average µ and variance σ² for 
each time interval in the characters sequence. In production time, when a new Ti  is 
generated in a sequence, its probability to occur is calculated using a maximum like-
lihood estimation by the sample estimators stored into the cited template. Therefore 
that probability Pi for Ti is obtained based on its distribution estimation Ni(µ,σ²) cal-
culated during the training phase i.e. fi(Ti ;µ,σ²) = Pi . If Pi is too low it means is 
highly probability the user has not generated the time, so he/she is a potential fake. 
The opposite implies the user is probably the genuine user. In order to get this evalua-
tion in a [0,1] rate, it is normalized the density function by its maximum value and it 
generates this scoring function: 

S(x) = (1 / Smax)· fi(x; µ,σ²) ,  

S(x) = (√2 σ²π)· (1/√2 σ²π) exp( (-1/2 σ²) · (x- µ)² ) , 

S(x) = exp( (-1/2 σ²) · (x- µ)² ) 

(3) 

During the training phase the sample estimators included in the statistical template 
are calculated each time using this procedure: 

 
 
(1st) Average, sample estimator:  
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µ1 = ( 1 / k ) · (n·µ0 + Xk), k = n + 1;  µ0 = (1 / n) Σ Xi,  i = 1,2, ... n (4) 

 
(2nd) Variance, sample estimator:  

σ1² = (  (1 / (n + 1)) Σ Xi² ) – µ1², i = 1,2, ... n + 1; 

σ0² = (1 / n) Σ ( Xi - µ0)²  = ( (1 / n) Σ Xi² ) - µ0², i = 1,2, ... n 
(5) 

 
Where µ1 is known because it was previously calculated, and the other term can be 

also calculated due it depends on Σ Xi² and occurs that: 
σ0² = (1 / n) Σ Xi² - µ0²  (σ0² + µ0²) · n = Σ Xi², i = 1,2, ... n; and thus: 

σ1² = ( ((σ0² + µ0²)·n+Xk²) / k  ) – µ1², k = n + 1 
(6) 

 
So this equations are used to calculate again the sample estimators for the average 

and the variance each time a new sample is received during the training process, and 
starting from an initial sample corresponding to the user registration into the system. 
That first sample is used for the initial averages, and the initial variances are set to 
zero. This statistical model is used in the same way for interkey times and for holdkey 
times, just considering the different sequence lengths. 

3   Experimental results 

In the experiment the samples are composed of interkey times only, or holdkey times 
only, or both of them i.e. mixed times. The statistical recognition model previously 
described was used with one simple userId/password sequence (“autonoma” / “inter-
net”). Previous work in this area showed a better recognition rate using simple char-
acter sequences (see [5]). The main objective was to compare interkey times versus 
holdkey times, and mixed times, and to measure the recognition rates. The experiment 
was performed with a group of men and women with ages between 21 and 48 years 
old. Netscape and MS-IExplorer v4+ were used under Windows platform.  
 

The Table 1 resumes the results of the experiment and allows comparing the per-
formance of using the three time approaches. The table shows that comparatively the 
recognition performance is better for mixed times. The figures in Table 1 show the 
real user typing versus all the possible users included him/her, therefore each figure 
should present a ‘diagonal effect’ i.e. a diagonal of maximum score values: diagonal 
points are where the real user is the supposed user. The best performance is associ-
ated to the mixed times figure in the sense of it has a more clearly defined ‘diagonal 
effect’. 
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Table 1. Experiment results of the three kind of times. 

                 = Scoring. (X-axis: real user. Y-axis: supposed user.) 
Statistical Model 

Interkey times Holdkey times Mixed times 
   

 
Thus, considering the winner mixed times only, the Table 2 illustrates with more 

detail the scoring rates (%) achieved by this recognition model. The real users typing 
are represented by the ‘X’ items and the supposed users or templates used are the ‘Y’ 
items. The ‘diagonal effect’ can be clearly observed and only one error is presented in 
cell Y12-X9 i.e. a case where the maximum recognition value is obtained with a user 
different to the genuine user. 
 
Table 2. Experiment results of mixed times. 

4   Conclusions 

Considering the final results resumed in Table 1, the accuracy obtained is 99% for 
mixed times versus a 97% for interkey times and a 94% for holdkey times. Thus, it is 
observed that mixed times work better than each other separately. In terms of False 
Accept Rate (FAR) and False Rejection Rate (FRR) the system showed a 0.6% of 
FAR and a 7% of FRR (for details on FRR/FAR see the work of Wayman [6]). 

% Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 Y12 Y13 
X1 62 38 53 46 47 55 56 37 56 58 47 54 56 
X2 41 70 52 46 44 62 57 47 54 49 49 57 48 
X3 35 30 55 33 28 37 39 34 40 33 36 53 37 
X4 52 48 53 65 56 54 58 46 61 53 56 54 52 
X5 48 44 49 41 71 57 53 40 52 48 53 46 47 
X6 52 47 59 45 47 80 61 44 61 52 41 58 53 
X7 42 42 65 34 39 62 71 42 57 48 36 65 47 
X8 36 43 44 42 39 57 48 66 51 46 39 56 42 
X9 46 42 62 38 39 62 61 49 66 51 39 69 50 
X10 53 47 62 40 51 61 59 45 57 70 46 54 56 
X11 54 52 54 51 59 56 61 46 62 56 69 57 46 
X12 30 27 42 22 21 39 43 37 39 33 25 76 32 
X13 36 31 39 28 34 39 43 35 39 37 23 40 62 
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The experiments suggest that keystroke biometric devices can be developed for the 
Internet using the average normalization technique to separate the typing samples 
from the computer platform used to generate them. These keystroke biometric devices 
can use open-platform tools like Java Applets or CGI programs. Multi-thread Java 
programming techniques can already be used to capture the user typing rhythm with-
out intrusive impact i.e. not using ‘heavy’ components as e.g. ActiveX which need 
special security permissions in order to access to low-level features of the machine. 
Nowadays, the systems alerts to the user in order to close other applications running 
during the login process in the website because the program could get varying 
amounts of processor time, due the counts depend heavily on the other processes on 
the machine. Future work could be focused on solving this issue. 

The presented system is good for the B2C e-commerce model where we want to 
reach a broad market i.e. it is good because it is a way to increase the security related 
to the authentication process without requiring special biometric hardware devices 
like fingerprint readers and so. The prototypes developed in our work have a low cost 
in hardware and software in comparison to other traditional biometric devices (fin-
gerprint, iris-scan, etc.) and ‘brute force’ attacks are useless against them because 
they should generate also the interkey/holdkey times in each password typing 
(sample). 
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Abstract. The concept of product encryption is resident in the majority of sym-
metric block ciphers. Along with product encryption, two properties were also
defined by Shannon, namely diffusion and confusion. In a product cipher such as
a Feistel Network (FN), or generally a Substitution Permutation Network (SPN),
diffusion is dependent upon two types of primitives, the nonlinear transformation
and the swapping scheme. Different approaches to diffusion analysis considered
either the topology of a FN, or the nonlinear transformation. This paper describes
a metric for diffusion in a way suitable for investigating the behaviour of the
underlying primitives of a FN.

1 Introduction

Since their invention, Feistel Networks (FNs) [1], [2] have been extensively studied and
analysed [3], [4]. The large research interest in FNs was due to several reasons:

– flexibility of the underlying non-linear primitive. The main non-linear function in-
volved in a FN, which is not required to be injective, in order to allow unambiguous
decryption;

– realisation of product encryption. FNs are excellent examples of product encryp-
tion. The concept of product encryption, introduced in [5], states that a chain en-
cryption of “weak” ciphers results into a much stronger one. In the same paper, the
notion of confusion and diffusion was introduced, which relate to the cryptographic
qualities of a cipher;

– the DES [6], which is probably the most analysed cipher, is a FN.

However, the bulk of the research in FNs is on homogeneous balanced FNs [3],
since the DES falls into this category. As a direct consequence, the research interest
focused on the construction and properties of the underlying non-linear function. In [3]
there is an investigation of the topology of a FN rather than the non-linear function.
In the same paper, confusion and diffusion were put into perspective and metrics such
as the diffusion rate and confusion rate where defined. A similar perspective is in [4],
but the methodology for examining the diffusion involved directed graphs. However,
although that a graph is an effective tool, the diffusion capability of a cipher is not
apparent as the complexity increases.



The contribution of this paper is two-fold. First, it provides a step towards an alge-
braic description of the diffusion capacity of a FN round. This would allow investigation
of a much broader category of FNs, namely the unbalanced heterogeneous FNs. Second,
the proposed approach allows assumptions about the non-linear function which can be
experimentally evaluated. To demonstrate this, a randomness test is described and can
be used for evaluating the behaviour of the FN as a pseudorandom function [7],[8].

2 Diffusion instances and diffusion matrix

The idea behind the construction of the diffusion instances is related to the calculation
of the differential characteristic, which is the centrepiece of differential cryptanalysis
[9]. A block cipher can be viewed as a function with two independent input variables,
namely the plaintext (or ciphertext) and the encrypting (or decrypting) key, and one
dependent output variable, the ciphertext (or plaintext).

Diffusion is the property where a given input plaintext bit has the chance to af-
fect the output bits [5]. The higher the diffusion, the more output bits can be affected
by a certain input bit. In the described method, the diffusion instance is defined. The
diffusion instance is asnapshotof the diffusion capacity of a cipher.

The process for generating the diffusion instance is similar to the bitwise calcula-
tions used for the Strict Avalanche Criterion (SAC) investigation [10]. Given a random
plaintextp0 ∈U GF (2)n and a nonzero vectorα = (1 0 0 ... 0), we compute:

ψj = ek(p0)⊕ ek(p0 ⊕ (α >> j)), 0 ≤ j ≤ n− 1 (1)

where(α >> j) represents the right shift ofα by j bits.
If a[k] denotes thek-th bit of the binary stringa, then matrixΨ is defined as:

Ψ =




ψ1[0] ψ1[1] . . . ψ1[n− 1]
ψ2[0] ψ2[1] . . . ψ2[n− 1]

...
...

...
...

ψn[0] ψn[1] . . . ψn[n− 1]


 . (2)

The matrixΨ would then be one diffusion instance. According to the definitions of
the characteristics of confusion and diffusion, for a cipher these characteristics are at
maximum if a (binary) swap of any of the input bits results to a swap of the output bits
with probability of 0.5 for every output bit. The diffusion instance represents the ability
of an input bit to affect an output bit, [11].

The diffusion matrix is calculated from the logical OR of theΨ matrices:

Definition 1. LetΨi, i = 1, 2, ... be the diffusion instances of a FN. The diffusion matrix
is defined as:

D =
∨

i

Ψi . (3)
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Theoretically, in order to obtain the actual diffusion matrix of a FN, all plaintexts
must be considered. In practice, for a FN with a 64 bit input, it appeared that 10 random
plaintexts (and therefore 10 diffusion instances, accounting to a total of 640 plaintexts)
would suffice for determining the diffusion matrix. More analytically, after combining
10 diffusion instances, there was no change in the resulting diffusion matrix with each
additional diffusion instance. Furthermore, for a block cipher with maximum diffusion
capabilities, all entries of its diffusion matrix were equal to one, in the neighbourhood
of 10 diffusion instances. Considering a potentially strong block cipher with maximum
diffusion capabilities, it is expected that each diffusion instance would include(1/2)∗n
ones. Therefore, theith diffusion instance would be expected to contribute with(1/2)i∗
n ones in the diffusion matrix. Alternatively, the probability that the calculated diffusion
matrix for a potentially strong block cipher is not the actual one, would be(1/2)i. It
should also be highlighted that since the key information is not considered, the proposed
approach is applicable only on block ciphers where their structure is not dependent on
the key.

The diffusion matrix shows if a pairwise relation exists between input and output
bits - that is, if a change of a particular input bit has the chance to affect a particular
output bit. The diffusion matrix is very helpful in examining product ciphers, because
it has the following property:

Lemma 1. Let C be a FN ofj rounds. The diffusion matrix of the cryptosystem is equal
to:

DC = β(D1 · D2 · . . . · Dj) (4)

whereDi is the diffusion matrix of theith round andβ(·) : N → {0, 1} is defined as:

β(n) =

{
1, if n 6= 0
0, if n = 0

. (5)

Proof. The case of a two round FN is shown, that isD = β(D1 · D2). Let [·] be a
boolean evaluation, which evaluates the expression within the brackets to one if it is
true and to zero is it is false, such as[p is prime]. The elements ofD, D1 andD2 are
denoted byδij , δ′ij andδ′′ij respectively. Note that the output of round one is equal to
the input of round two. For the first leftmost input bit it is:

[input bit 1 is related with round-1 output bitj] = δ′1j , 1 ≤ j ≤ n (6)

from the definition of the diffusion matrix. Similarly, for the first leftmost output bit:

[output bit1 is related with round-2 input bitj] = δ′′j1, 1 ≤ j ≤ n . (7)

Combining (6) and (7) we obtain:

[input bit 1 is related with output bit1] = δ′11 · δ′′11 + δ′12 · δ′′21 + . . . + δ′1n · δ′′n1 (8)

where the right-hand-side is a boolean expression, i.e..+ . denotes the booleanOR and
. · . denotes the booleanAND. If this is repeated for all input and output bits it gives:

[input i is related with outputj] = δij = δ′i1 ·δ′′1j +δ′i2 ·δ′′2j +. . .+δ′in ·δ′′nj , 1 ≤ i, j ≤ n
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or equivalently,
D = β(D1 · D2) . ¤

From the diffusion matrix, we can calculate the diffusion, which is defined as the ratio
of ones:

Definition 2. The diffusion of a block cipher with a diffusion matrixD of size(n× n)
is the quantity:

D
∆=

#{δij |δij = 1, 1 ≤ i, j ≤ n}
n2

. (9)

Obviously,D ∈ [0, 1]. This definition of diffusion, combined with Lemma 1 can be
used for assessing the diffusion of any product block cipher, provided that the diffusion
matrices of the underlying rounds are known. We will demonstrate this by applying it
onto FNs.

2.1 FN analysis

The diffusion matrix of a one round balanced FN would look like:

D =
[
On/2 In/2

In/2 F

]
(10)

whereOn/2 is a zero square submatrix,In/2 is the identity submatrix andF is the
diffusion matrix of the round function. In a balanced FN, all submatrices are of size
n/2. The diffusion of this round would be equal to:

D1 =
4n + n2Df

4n2
(11)

whereDf is the diffusion of the round function. It can bee seen that the diffusion of a
one round balanced FN is upper bounded by(4 + n)/4n and therefore it cannot offer
complete diffusion. To calculate the diffusion of a two round balanced FN, we apply
Lemma 1:

D2 = β(D1 · D1) =
[
In/2 F
F β(F · F)

]
(12)

where it can be seen that the diffusion for a two round balanced FN can be at most
(3n2 + 2n)/4n2. For a three round balanced FN, the diffusion can reach its maximum
value, 1.

We observe that no matter howstrongthe round function is, the diffusion of a two
round balanced FN is limited by the boundary 3/4. The reason for this is the structure
of the diffusion matrix. The permutation of the columns of the matrix is directed by the
Swapping Scheme, SS, which appears after the nonlinear transformation in a Feistel
round. Although that the SS does influence the diffusion of the FN, it does not actually
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increase it; the increase is due to the application of the non-linear transformation. Typ-
ically, a SS is a permutation of the input bits. In a balanced FN the permutation is the
swap between then/2 leftmost bits and then/2 rightmost bits. This swap is responsible
for the symmetry in the diffusion matrix. However, each application of SS would not
increase the diffusion:

Corollary 1. The product encryption of a block cipher with diffusion equal toD and a
SS, results to a cipher with the same diffusion (D).

The proof follows from the fact that the diffusion matrix of the SS is a matrix with
exactlyn nonzero elements, arranged in a way that every row has exactly one nonzero
element (i.e. the rank of the matrix isn). The identity SS is an instance of a SS where
the diffusion matrix is the identity matrix.

The inherent structure of the FN diffusion matrix reveals the limitations of its dif-
fusion capacity. Since the diffusionD measures the density of ones in the matrix, it
follows that1 − D would correspond to the density of zeros. It is therefore desirable
that1 − D reaches zero, in order to attain maximum diffusion. As observed above, in
a two round FN with the ”traditional” swapping of the left and right input blocks, the
number of zeros would be at least1−(3n2+2n)/4n2, i.e. it would reach asymptotically
1/4 asn increases.

We now consider a two round Substitution Permutation Network, SPN [2], [12],
where each round includes a non-linear function of the same diffusionD1 as our FN
above. For simplicity, it is assumed that these two rounds include different nonlinear
functions, although their diffusion is the same,D1 = D2. We also consider the per-
mutation to be a random SS, i.e. a random permutation of the input bits, rather than a
tidy swapping of the left and right input block. The diffusion of the one round instances
would be:

D1 = D2 =
4n + n2Df

4n2
(13)

whereDf denotes the diffusion of the underlying nonlinear function. However, in a
SPN construction it is possible that the zeros are placed randomly in the diffusion ma-
trix. Therefore, the expected zeros in the diffusion matrix of the two round SPN for
Df = 1 would be (for the proof see Lemma 2, section 3):

(2(1−D1)− (1−D1)2)n =
(

15n2 − 56n + 16
16n2

)n

(14)

which is small (< 0.006) for most values ofn (n ≥ 6). From this result the inefficiency
of FNs with respect to diffusion is apparent.

As mentioned above, Lemma 1 is useful when analysing the diffusion of product
ciphers. For instance, FEAL-4 [13] is a four round FN with the characteristic that the
leftmost half input is added (modulo 2) to the rightmost half input, before the first FN
round. Considering the product encryption of the first addition and the first round, the
diffusion at the end of the first round would be:

β(
[
I32 O32

I32 I32

]
·
[
O32 I32

I32 F

]
) =

[
O32 I32

I32 F

]
(15)
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i.e. the additional complexity of the initial addition is completely redundant and unnec-
essary from a diffusion perspective, since for FEALDf = 1.

3 The diffusion randomness test

Statistical tests for randomness [14]-[16] are of a particular interest in cryptography,
since they are one of the approaches for assessing the cryptographic strength of a cipher.
This section describes a randomness test utilising the diffusion instances,Ψ .

For a potentially strong cipher, the number of zeros must be equal to the number
of ones in every row of the diffusion instance. Furthermore, for a potentially strong
cipher, (statistically) all runs ofΨ table constructions should result to having the number
of ones equal to the number of zeros. However, such an examination does not give
any indication about existing linear relations between the elements in the matrices. For
instance, ifψ2[1] = ψ3[2] with probability different to 0.5, there is a linear relation
between input bits 1 and 2 [17].

The diffusion randomness test deals with the similarities of the diffusion instances,
Ψ . For a potentially strong cipher the following criteria for theΨ matrices are set:

– the number of ones should be equal to the number of zeros,
– the ones (and zeros) should berandomlydistributed in the matrix,
– Ψi andΨj should not besimilar for i 6= j.

The first criterion denotes that the cipher is not biased toward ones or zeros. This
is inherently related to the confusion of a cipher, where it is desirable that the chance
of an output bit inverting is0.5, given an inversion of an input bit. Published statistical
tests for randomness, such as the frequency test [14] can be used.

The second and third criterion include arbitrary terms and need to be quantified. The
test described in this paper attempts to provide means for measuring the randomness
and similarity of the matrices as follows. The randomness test is based on the following
Lemma.

Lemma 2. LetA andB be two square matrices andpa andpb be the densities of zeros
in each matrix respectively. If the zeros are distributed randomly in the matrices, then
theexpecteddensity of zeros in their productC = A×B would be:

pc = (pa + pb − papb)n (16)

wheren is the dimension of the matrices and the multiplication operation is performed
in the set of integers.

Proof. ForA, the density of zeros would be:

pa = P (aik = 0) =
#(zeros inA)

n2
(17)

Similarly, for B:
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pb = P (bkj = 0) =
#(zeros inB)

n2
. (18)

For every element inC, the following relation holds:

cij =
n∑

k=1

aikbkj . (19)

The probability to obtain a zero is obtained from (19):

P (cij = 0) =
∏n

k=1 P (aik = 0 ∪ bkj = 0) = (pa + pb − papb)n . ¤

By comparing the actual and estimated values, it is tested whether a cryptographic
primitive behaves as a random source when generating theΨ matrices. That is, in the
case of a random source the zeros will be randomly placed in the matrices and there
would be no consistent placement whatsoever. We argue that if the actual and estimated
values are (statistically) different, then the underlying cryptographic primitive does not
yield a pseudorandom function. The opposite is not necessarily true; a primitive passing
the test does not imply that it is a pseudorandom function, since the test does not provide
any indication about the computational indistinguishability of the primitive [18].

diff_rand_test(A,B){
p_a = zeros_density(A);
p_b = zeros_density(B);
p_c = zeros_density(A*B);
if (abs(p_c-(p_a+p_b-p_a*p_b)ˆn)>significance_level )

then return (’fail’)
else return (’pass’) }

Unfortunately for a relatively largen (n > 40) andpa, pb < 2/3, the density of
zeros is negligible for both expected and actual values and therefore the randomness
test would not produce significant results. Therefore it is suggested that theΨ matrices
are partitioned and the test is applied onto the partitions (submatrices). This is particu-
larly applicable in FNs, where there are emerging submatrices due to the non uniformal
treatment of input and output bits.

For the case of a balanced FN, theΨ matrix would consist of four submatricesQi

as follows:

Ψ =
[
Q1 Q2

Q3 Q4

]
(20)

and the test would then run as: diffrand test(Qi,Qj), wherei 6= j. It is expected that
a three round balanced FN with an underlying round function being a pseudorandom
function would pass the test, although that passing the test would not imply that the
round function is pseudorandom. Applying this assumption to the well studied DES, it
was established that the three round FN with the DES primitive did not pass the test,
confirming the validity of the test (Table 1). The fact that DES could not pass the test
is a direct consequence of the the inability of DES to reach complete diffusion in three
rounds.
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Table 1.Significant differences in DES

product expected actual difference diffrand test()

Q1 ×Q2 0.241739 0.216797 2.5 fail
Q1 ×Q3 0.204115 0.179688 2.4 fail
Q1 ×Q4 0.126188 0.077148 4.9 fail

4 Conclusions

Clearly the reason to adopt a FN structure in a block cipher is mainly due to the con-
venience it offers, such as ease of moving between encryption and decryption, and less
due to its diffusion capabilities. High diffusion in a product cipher implies that the input
bits are be treated uniformly in every round. Since this is not the case for a FN, addi-
tional complexity (e.g. more rounds) would be required. The proposed description and
metric of diffusion enables both the investigation of the topology (structure) of a FN
as well as the underlying non-linear function(s). This would allow the investigation of
FNs consisting of different round functions, with varying input and output lengths as
well as different swapping schemes (unbalanced heterogeneous FNs).

Although that the proposed approach initially aimed for studying FNs, most product
block ciphers can benefit from such an analysis.
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Abstract: In order to provide secure and high quality IP-based communication 
in heterogeneous environments there is a clear need to couple the signalling 
protocols used for establishing such communication sessions with supporting 
components and services providing QoS control, security and mediations 
between different technologies. In this paper we will be investigating the issue 
of providing an authorization infrastructure for VoIP based sessions that 
allows the establishment of VoIP sessions and coupling those sessions with a 
row of supporting services. 

1 Introduction 

The session initiation protocol (SIP) [1] was primarily designed as a tool for 
establishing and controlling communication sessions between two or more end 
systems or users. With this regard, SIP is increasingly being hailed as the standard 
protocol for VoIP and instant messaging in both the Internet as well as 3G UMTS 
networks as part of the IP-based multimedia subsystem (IMS).  
In a perfect world, having access to an IP network paired with a signalling protocol 
such as the session initiation protocol (SIP) [1] would be sufficient to establish end-to-
end communication between any two users. However, in reality and especially in 
wireless environments such as UMTS networks, a row of other supporting services is 
required to transparently establish a communication session between mobile users 
with an acceptable QoS level. Further, as depicted in Figure 1 various translation and 
transcoding services are needed to allow the establishment of a communication 
session in heterogeneous environments. The heterogeneity might be caused by the 
following factors: 

− End devices: This includes end devices using different media representation 
approaches. This involves different compression styles or text or audio 
capabilities only. 

− Communication protocols: This involves establishing communication sessions 
between entities using different protocols for establishing these sessions. This 
includes establishing a call between a SIP-based device and an ISDN/GSM 
phone or SIP to H.323. 

− Security policies: This involves establishing a session between a user in a 
private IP network and a user in the public Internet for instance.  



 
To overcome this heterogeneity and allow transparent session establishment a row 

of so-called supporting services is required. These supporting services include the 
following examples: 

− QoS Establishment Services:. This indicates mechanisms for providing assured 
resources in terms of bandwidth for the media sessions established with SIP. 
Especially in networks with scarce but valuable bandwidth resources such as 
wireless networks, the session establishment needs to be coupled with the 
mechanisms that are provided by mobile network operators (MNOs) for 
ensuring the availability of the needed resources for the session. 

− Connection Services for Heterogeneous Networks: When contacting users in 
a non-SIP environment, i.e., users not using SIP as their signalling protocol such 
as PSTN and GSM users, the SIP signalling needs to be terminated at the one 
side and translated to the other protocol. Thereby to achieve transparent 
communication between the users of the two environments a service provider 
needs to support gateways between these environments.  

− Firewall and Network Address Translation Services: These services indicate 
components that are used to protect private networks form attackers as well hide 
their internal structure. Such components include firewalls and network address 
translators (NATs). Firewalls usually have a set of fixed rules indicating which 
ports and addresses can be reached from the outside as well as which addresses 
and port numbers the users are allowed to connect to from the inside. NATs are 
used to map a row of private addresses and port numbers to a smaller number of 
public IP addresses and port numbers. This has effect of hiding the internal 
addressing structure of the private network and reduces the expenses of buying 
larger sums of public IP addresses. As SIP users dynamically negotiate 
addresses and port numbers static firewall rules cannot be used, as the system 
administrator has no advance knowledge of addresses and port numbers to be 
used for the communication [2]. Thereby, to allow SIP signalling and media 
exchange over firewalls and NATs some interaction between the SIP 
infrastructure and the firewalls and NATs is needed to allow dynamically 
changing the firewall rules and mirror possible address translations in the SIP 
messages [3]. 

− Media Transcoding and Translation Services: This type of service can be 
used to allow users using devices with incompatible compression styles for 
example to communicate with each other. As a possible supporting service, a 
service provider might offer translation and transcoding services such as speech 
to text transcoders to allow a hearing impaired person to contact another person 
that is using a voice only device. 

− Conference Services: As a further supporting service, a service provider might 
offer a conference server for enabling small to medium sized conference 
sessions. This service might include a media mixer and a centralized 
conferencing site at which users might login, initiate a session and invite other 
users to join the conference. 

Thereby, providing a SIP-based communication infrastructure implies some sort of 
integration between the above mentioned services and SIP. This might involve some 
modification and enhancement of the SIP signalling itself but also a tight correlation 
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in the authentication, authorization and accounting (AAA) procedures. In this paper 
we will be investigating the issue of providing authentication and authorization 
mechanisms for SIP based sessions that allow establishing SIP sessions and coupling 
those sessions with a row of supporting services. In a first step, see Sec. 2, we will 
briefly describe the common approaches for authenticating a user’s identity. The 
major part of the work, see Sec. 3, will then be dedicated for describing possible 
approaches for authorizing a user’s request for a service consisting not only of the SIP 
session but also of supporting services. The described mechanisms will then be 
evaluated in terms of their applicability, scalability and security among other features 
in Sec. 4.  

PSTNPSTNProxy
PSTN  

G atew ay

A A A  
Infrastructure

Public Internetfirew all

SIP  S ignaling
A A A  S ignaling

 
Figure 1. SIP in heterogeneous environments 

2 Authenticating Service Requests 

The main goal of the authentication procedure is to provide a proof of identity of both 
the users and providers. For proving the identity of a provider, schemes based on 
trusted digital certificates are usually used such as with TLS, see [8].  

For authenticating users, we can in general distinguish two approaches: 
− Request-based authentication: With this mechanism the service provider 

authenticates each request issued by the user. This in general involves a 
challenge-reply kind of mechanisms such as HTTP Digest, which was specified 
to be use with SIP. 

− Session-based authentication: With this approach the authentication procedure 
is carried out once before the user starts sending any requests. During this phase 
the user and provider establish a temporary key that can be used to sign and 
possibly encrypt all requests sent by the user until the termination of the session. 
UMTS AKA as described in 3GPP [4] present such approaches 

For some support services such as QoS for which the user might issue explicit 
requests as well, similar authentication mechanisms might be used. 
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3 Coupling SIP Sessions with Supporting Services 

When coupling supporting services with a SIP session there are mainly two 
possibilities for realizing the authentication and authorization actions: SIP dependent 
and SIP independent authorization. In the SIP dependent scenario, the authorization 
actions are dealt with as part of the SIP signalling and the information needed for 
carrying AAA related information are transported as part of the SIP messages. In the 
SIP independent scenario, the supporting services use their own protocols for carrying 
out the required AA steps. 

3.1 SIP Dependent Authentication and Authorization 

In this case the user gets authenticated and authorized to use a supporting service 
during the session establishment phase using SIP. 

3.1.1 User Initiated Services 
In this scenario the end user requests explicitly the service. In order to get authorized 
to use the service the user needs to present some credentials. These credentials are 
generated during the SIP session establishment and are often called authorization 
tokens, see [5] and [6] for more details.  

Figure 2 shows a simplified message flow in which the user initiates a SIP session 
and a service such as QoS is coupled with this session. 

1. In the first step the user initiates a SIP session by sending an INVITE message 
indicating that he would like to use QoS resources. This can be indicated 
through an extension to the session description protocol (SDP), see [9]. 

2. The proxy might want to check with a AAA server whether the user is eligible 
for initiating calls with the indicated message content. The AAA server takes its 
decision based on local policies as well as the user’s profile, which governs 
which services the user is allowed to utilize. In case the user is not eligible for 
using the service, the invitation is rejected. 

3. In case of a positive reply the INVITE message gets forwarded towards the 
receiver. 

4. The reply to the INVITE message indicates the callee’s media characteristics 
and QoS preferences. 

5. After receiving the callee’s reply, the proxy has the complete information about 
the IP addresses and port numbers of the communicating end points as well as 
the media types, compression styles and bandwidth to be used. This information 
is then used by the AAA server to create an entry for this session. This entry is 
indexed by an authorization token that identifies the entry as well as the AAA 
server generating it and is then given to the proxy.  

6. The proxy includes the token into the reply and forwards it to the user. 
7. The user can issue a service request, e.g. QoS reservation, which includes the 

authorization token. 
8. To authorize the service request, the service control entity, here a QoS router, 

can use this token to verify the eligibility of the user to request these resources. 
This is done by contacting the AAA server identified by the token and informing 
it about the user’s wishes and the token delivered by the user. The token is then 
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used as a reference for the authorization information generated during the SIP 
session establishment. The answer of the AAA server is then made based on the 
comparison of the parameters of the requested service and the values contained 
in the entry generated during the session setup. 

U A A A A Q oS router
1) IN V

3) IN V

5) A uth. R equest /reply

4) 200 O K

6) 200  O K
auth. T oken

7) Q oS request /A uth. Token

8) C heck A uth.

2) A uth. R equest /reply

Proxy

 

Figure 2. Initiated call in the user initiated services model 

In case of session based authentication, the authorization token can be exchanged 
securely between the SIP proxy either by using an encrypted communication link 
between the two entities or by encrypting the token using a temporal shared key. The 
same approach can then be used for exchanging the token between the user and the 
QoS components. This approach is similar to the one described for 3GPP [4]. 

In case a mechanisms such as HTTP digest is used for authenticating the user, then 
the proxy can send the token to the user encrypted with the secret key shared between 
the user and the SIP provider. The token can then be encrypted with the shared key 
used between the QoS components and the user for authenticating the user. As the 
shared keys in this scenario are usually rather short, using tokens in scenarios with 
request authentication is less secure than for the case of session-based authentication. 

3.1.2 Proxy initiated services 
In this case the SIP proxy itself initiates the service request and there is no need for 
exchanging authorization information with the user. This scenario is especially 
interesting for controlling firewalls and NATs or using a gateway to another network. 
In this scenario we can distinguish two initiation methods: proxy controlled and proxy 
routed services.  

3.1.2.1 Proxy controlled services 
This scenario includes the case for controlling a firewall or a NAT in a midcom like 
scenario, see [3]. Figure 3 depicts a scenario in which a network is protected by a 
firewall. This firewall can be controlled by a SIP proxy, which can issue requests to 
dynamically open certain holes in the firewall and thereby change the filtering rules. 

1. After receiving a SIP request the proxy checks with the AAA server whether the 
user is allowed to make outside calls. 

2. If yes, the INVITE gets forwarded to the receiver  
3. After receiving the call, the receiver accepts the call and replies with a 200 OK 
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4. Upon receiving the 200 OK the proxy has the complete information about the 

addresses and port numbers of the caller and callee. This information is then 
used to instruct the firewall to change the filtering rules to allow the media 
traffic of the established session to traverse the firewall. 

5. The OK 200 is forwarded 
6. Sending an ACK completes the session initiation. Traffic can now flow through 

the firewall. 
Note that in this case no tokens need to be exchanged between the user and the 

proxy. Thereby both session and request based authentication mechanisms are equal 
here. 
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Figure 3 Proxy controlled service 

3.1.2.2 Proxy Routed Services 
In this scenario, a SIP proxy forwards authenticated and authorized requests to 
another SIP entity that actually delivers the service. This entity could be a PSTN 
gateway or some other kind of a transcoding gateway. Figure 4 depicts a scenario in 
which the user would like to reach a PSTN phone over a gateway. 

UA Proxy Gateway
INV

2) INV

3) 200 OK

200 OK

6) RTP traffic

4) ACK

1) Auth. Req/repl

AAA Server

5) ACK

 
Figure 4 Proxy routed service 
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1. After receiving a SIP INVITE request for example, the proxy receives the 
INVITE and checks with the AAA server whether the user is allowed to contact 
the gateway 

2. If the user is authorized to make calls to PSTN destinations the INVITE gets 
forwarded to the gateway. In this scenario the proxy acts as a kind of a firewall 
in front of the gateway. Actually it is often the case, that gateways reject all calls 
not coming from a dedicated proxy. The authenticity of the requests and the 
assurance that they actually come form a certain trusted proxy, which checks the 
authorization of the users before forwarding a request, should be guaranteed 
through a network level security association such as TLS [8] or IPSec between 
the proxy and the gateway. In order to make sure that all subsequent requests in 
the session traverse the proxy, the proxy adds a Record-route entry into the 
INVITE message.  

3. The gateway answers with a 200 OK, which is forwarded by the proxy 
4. The session establishment is finalized by sending an ACK after which media 

traffic can be sent to the gateway. 
Note that this scenario could also have been realized with the user initiated service 

scenario, see Sec. 3.1.1. That is the user would receive an authorization token from 
the proxy and then contact the gateway directly. However, in this case the processing 
load on the gateway would be increased, as the gateway would need to contact the 
AAA server to check the correctness of the authorization token.  

3.2 SIP Independent Authorization 

In this case the user needs to authenticate and authorize himself twice. Once during 
the SIP session establishment and once during the service request. As depicted in 
Figure 5 the coupling of the SIP session and the service request is achieved as follows: 

1. The user starts the session by issuing a SIP INVITE message. 
2. The proxy authenticates and authorizes the user with the help of the AAA 

server. 
3. The INVITE gets forwarded to the destination. 
4. The receiver accepts the call by issuing a 200 OK message 
5. The OK message gets forwarded to the user. 
6. The session establishment is completed by issuing the ACK message. 
7. At this stage the user asks for the service. 
8. The entity providing the service, e.g., a QoS router, authenticates and authorizes 

the user. The way this authentication is realized depends very much on the used 
QoS reservation protocol. For example RSVP proposes the usage of COPs [10] 
objects, others might use digest authentication similar to SIP. 

9. If the user is authorized to use the service then a positive answer is sent.   
Notice that the message flow depicted in Figure 5 is only one possibility. As the 

SIP proxy is not offering expensive services it might not need to authenticate the user 
at all and thereby we would drop steps 2 and 3. Also, the service request could be 
established before the SIP session or correlated with it as described in [7]. 
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Figure 5. SIP-independent authorization 

4 Summary and Conclusions 

In this paper we have described various possibilities for enhancing SIP services with a 
number of supporting services such as QoS, transcoding components and many more. 
To finalize our work we compare the advantages and disadvantages of the different 
approaches regarding issues such as performance, security and applicability among 
others. We will see that choosing the optimal approach for realizing AAA in such a 
scenario is difficult and depends often on the natures of supporting service. 
− Performance: In case the user needs to be authorized for both the SIP session 

and the service usage, the SIP independent approach requires a higher overload 
in terms of exchanged messages and time. The exact difference depends very 
much on the authentication mechanisms used by the service entities. For 
example for the case of the user initiated services and with mechanisms similar 
to those used for SIP (HTTP DIGEST) we can assume twice the authentication 
delay and the same time for checking the AAA server. That is in the case of 
SIP-independent authorization, the service entity would contact the AAA server 
to check the eligibility of the user. In the case of dependent authorization, the 
service entity would also need to check the authorization token with the AAA 
server that generated it. For the case that the SIP session establishment does not 
require authentication and authorization, both schemes have similar 
performance. This scenario is especially valid when a user utilizes a public SIP 
provider which does not require authentication for issuing invitations but still 
wants to use the QoS infrastructure provided by the network access provider. 

− Applicability: The applicability of both SIP dependent and independent 
authorization to the different service scenarios identified in Sec. 2 depends 
greatly on the service.  
− QoS establishment service: Both approaches are applicable to the scenario 

of coupling QoS reservations with a SIP session. For the case of SIP 
independent authorization, the QoS protocols need, however, to incorporate 
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user authentication and authorization more closely with the QoS reservation 
protocols. This would further increase the complexity of such protocols. 
With the dependent approach, either the proxies can instruct the QoS 
components to provide certain QoS features, or the QoS protocols would 
carry the authorization tokens. 

− Network security and translation service: For the case of traversing a 
firewall, SIP independent authorization does not apply easily as controlling 
the middle box requires knowledge about all the communicating end 
systems. NAT traversal is not possible with the SIP independent scenario, as 
the SIP proxy needs to know the results of the address translation of the 
media flows already during the signalling phase.  

− Connection services: For the case of gateway usage, using the SIP 
dependent scenario is preferred. The SIP proxy provides a kind of a firewall 
in front of the gateway filtering unauthorized requests and reducing the load 
on the gateways that would have been otherwise required to authenticate 
and authorize the users. The SIP independent scenario is applicable as well 
but would require the user to authenticate himself directly with the gateway. 
This would imply, that the gateway needs to maintain its own AAA 
infrastructure and relation with the user. 

− Security: This aspect indicates whether the used solution would have negative 
effects on the security of the communication session or the signalling protocol. 
Also we need to avoid introducing new possibilities for denial of service attacks 
or data manipulation 
− For a proxy to authorize a QoS reservation for example, it needs to extract the 

media description data from the SIP messages and analyze them. This means 
that SIP messages cannot use end-to-end encryption in the SIP dependent 
scenario. This is not an issue for the SIP independent scenario.  

− Another aspect is the security of the exchanged authorization token between 
the proxy and the user in the user initiated scenario. This data usually 
indicates the entity that generated the token as well as a special entry to the 
authorization data generated at that entity during the SIP signalling. Stealing 
this data could allow an interceptor to generate QoS requests under the 
identity of the actual user involved in the SIP session establishment. As 
described in Sec. 3.1.1, this can be avoided by encrypting the exchanged 
tokens. Further, this risk can be reduced by indicating in the AAA entries 
created during the session establishment phase the exact addresses of the 
communicating entries. Thereby during the QoS reservation phase only 
reservations between those addresses can be established. However, this still 
allows for a denial of service attack. By sending data to the callee and putting 
the IP address of the caller in the data packets an attacker can reduce the 
share used by the actual caller of the QoS resources and thereby incur costs 
on him for resources he did not use. To avoid this case, the communication 
link between the proxy sending the authorization token and the end systems 
needs to be secured. This involves establishing a shared key between the 
involved entities and signing sent packets with this key, which further 
complicates the session set-up and initial authentication procedures. Another 
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option would be protect the token so that only the end system that has 
initiated the session can decipher it. In this case, the SIP provider would 
encrypt the token using a key shared with the user. The user would decrypt 
the token and add it to his QoS reservation request. For a better protection, 
the user might again encrypt the token using a key shared with the QoS 
provider. 

− Complexity: The aspect of complexity describes here the changes needed to 
existing components and the additional overhead required for managing new 
components. 
− For a proxy to authorize a QoS reservation for example, it needs to not only 

parse and understand the headers of the SIP message but also the session 
description part as well. This increases the complexity of the SIP proxy and 
increases the processing overhead.  

− Another aspect is the authorization part itself. In case the user is authenticated 
and authorized using SIP then the protocols needed for requesting the 
supporting services might be simplified and do not require such mechanisms. 

− The token mechanism requires extensions to both SIP as well as the service 
protocols with headers to include the token. Further, the end user needs to 
coordinate the usage of both SIP and the supporting service by taking the 
token from SIP and adding it to the service signalling part. 

− Flexibility: For supporting SIP-dependant service coupling, there always needs 
to be some trust relation between the SIP provider and the service provider. This 
can take the form of a secure connection or might be realized using a trusted 
AAA infrastructure. Thereby, in order to provide new services, the new service 
provider needs first to establish this trust relation with the SIP provider. This 
might lead to delays in the introduction of the service or creating dependencies 
that might make the entry of new service providers more difficult. With the SIP 
independent AAA scenario, there is no need for a trust relation between the SIP 
provider and the service provider. However, this scenario requires trust relations 
between the user and the service provider.  

− Convenience: The SIP dependent authorization scenario has the big advantage 
that the user only needs to establish a trust relation with one provider and is only 
presented with one bill for the resources he is using. With the SIP independent 
authorization scenario, the user would need to maintain a contractual relation to 
the providers of each supporting service he would like to use and establish a new 
relation for each new service. 
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Abstract. Trust between two communicating peers is increasingly catching the 
attention of the research community. Numerous trust models and trust 
management protocols have been proposed to enable the task of establishing 
trust between two communicating peers. In this paper, we enumerate all the 
possible types of trust relationships between two peers in P2P communication, 
with examples. Additionally, we discuss the conditions when a given trust 
relationship between two peers is feasible. 

1   Introduction 

Trust has been analyzed from social and psychological perspectives [5] and has long 
been a focal point of interpersonal relationships.  Many of us use the word TRUST in 
our daily lives.  However, trust has different interpretations and different meanings in 
different contexts and domains. 

In the literature, Marsh was the first person to introduce the concept of trust in 
computer science [4].  He introduced the notion of trust in distributed artificial 
intelligence. 

In this paper, we focus on the possible trust relationships in peer-to-peer 
communication.  We discuss the conditions under which a given trust relationship is 
feasible.  This paper is organized as follows; Section 1 is brief introduction to trust, in 
Section 2 we present the various possible trust relationships and Section 3 is the 
summary of this paper along with future work. 

2   Trust Relationships in Peer-to-Peer (P2P) Communication 

In this section we discuss with examples the various possible trust relationships in 
peer-to-peer communication.  In Section 2.1, we present a formal definition of what 



we mean by a trust relationship.  In Section 2.2 we discuss the various possible trust 
relationships.  We believe that the various possible trust relationships in P2P 
communication are: 

1. Implicit Trust Relationship 
2. Mutual Trust Relationship 
3. Group Trust Relationship 
4. Federation Trust Relationship 

2.1 Definition of Trust Relationship 

We define a trust relationship as ‘a bond or association between the involved peer/s, 
which signifies the trust between the involved peer/s’. 

In this paper, we use the terms ‘person’ and ‘peer’ interchangeable because a 
person is always behind a peer and a peer’s behavior depends directly on the person 
controlling it. 

2.2 Implicit Trust Relationship 

We define the binding between a person and itself, which signifies the belief in its 
capability or willingness to perform an action at a given point of time, as ‘Implicit 
Trust Relationship’.  We believe that implicit trust relationships depend on the 
following factors: 

• The capability or willingness of the person to perform a specific 
action at a given point in time; and 

• Whether the person is an optimist or a pessimist. 
Some peers have the tendency to believe that they can do everything in this world 

(optimists), while they may not necessarily be capable of doing it.  In contrast, some 
people may have a pessimistic attitude towards things and they tend to underrate their 
capabilities (pessimists).  We call this relationship of a given peer in itself that 
signifies the trust that it has in itself to perform a specific action at a given point in 
time as Implicit Trust Relationship.  In implicit trust relationships, only one peer is 
involved.  Implicit trust relationships are a subset of all the rest of the trust 
relationships. 

2.3 Mutual Trust Relationship 

We define the binding between a peer and another peer, which signifies the belief in 
the other peer’s capability or willingness to perform an action at a given point in time, 
as a ‘Mutual Trust Relationship’.  This is the most common form of trust relationships 
in P2P communication.  In mutual trust relationships, there are exactly two peers who 
are bound by the trust relationship.  We believe that implicit trust relationships 
depend on the following factors: 

• The capability or willingness of a peer to perform a specific action at 
a given point in time , as perceived by another peer; 
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• The psychological type of the peers involved in the mutual trust 
relationship [2, 3]; 

• The outcome of the previous interactions between the peers in the 
mutual trust relationship; and 

• The degree of the trust recommended by the intermediate peer [1]. 

2.4 Group Trust Relationships 

We define a group of peers as ‘a collection of more than two peers who perform a set 
of coherently related tasks and each peer in the group trusts every other peer in the 
group, for a given context, at a given point in time’.    

 
We define the binding between a peer and another peer/s, belonging to the same 

group, which signifies the belief the other peer’s capability or willingness to perform 
an action at a given point in time as ‘Group Trust Relationship’. 

Unlike mutual trust relationships, group trust relationships can involve two or more 
than two peers.  The peers, however, must belong to the same group which is not the 
case in mutual trust relationship. 

We feel that trust relationship between two peers who belong to the same group is 
a group trust relationship and not a mutual trust relationship.  Additionally, we believe 
that just like trust, groups are formed for a specific context.  Two peers who are 
members of a group for a specific context may or may not be members of same group 
for another context. 

For example consider the following scenario: 
Let us assume that we have a set of peers A1, A2, A3, A4 …..A10.  Each peer 

trusts the other peer for its authenticity at a given point in time.  This set of peers 
A1……A10 is said to form a group where every peer in the group trusts the 
authenticity of the other members of the group.  The trust relationship between A1 
and A3 is an example of group trust relationship and not mutual trust relationship. 

If A11, which is a new peer, joins this group and all the members in the group trust 
A11 for its authenticity, then A11 becomes a member of the group for that context. 

2.5 Federation Trust Relationships 

For defining ‘Federated Trust Relationships’, we need to first define and explain what 
we mean by Federated P2P Communication.  We define Federated P2P 
Communication as the communication that takes place between two or more than two 
groups of peers.  

As we mentioned in Section 2.4, the members in each of these groups are centered 
on a set of coherent interest/s and the peers belonging to a group perform a specific 
task.  In Federated P2P Communication, a peer acts on behalf of the group to which it 
belongs.  If two peers are communicating with each other, it is analogous to two 
distinct groups communicating with each other.  The communication between the 
groups of peers is regarded as Federated P2P Communication. 

101



We define ‘Federated Trust Relationships’ as the binding between two or more 
than two distinct groups of peers which signify the peer group’s belief in the peer 
group’s capability or willingness to perform an action at a given point in time. 

A peer in a federated P2P communication may be a member of more than one 
group.  We strongly believe that this is the way that P2P communication will be 
organized in the future. 

For example, let us consider a peer-to-peer file-sharing application, Gnutella.  
Users of Gnutella can share files with each other.  Users may share files like music 
files, educational documents, documents related to politics etc.  Each of these types of 
files forms a different domain of interest.  These domains of interest can be further 
subdivided.  For example, some users who are members of the group which shares 
music files may be interested in sharing just English songs and not songs composed in 
any other language.  Similarly, some users who are members of the group that shares 
political documents may be interested in documents related to a particular 
country/group.  A group, as explained above, is formed by a set of peers who have a 
coherent interest.  A peer can join and leave the group at will.  Groups can be formed 
dynamically and destroyed dynamically.  Peers can join any group and leave any 
group. 

Let us assume that there are two groups Group A and Group B as shown below. 
Let us further assume that Peer A and Peer B belong to Group A and Peer C and Peer 
D belong to Group B. 

 

 
 
Let us assume that Peer A who belongs to Group A, wants to interact with Peer C 

of Group B.  The binding between Peer A and Peer C, an example of the federated 
trust relationships and the communication between them is an example of federated 
P2P communication 

The binding between Peer A and Peer B or the binding between Peer C and Peer D 
is an example of group trust relationships.  

The proposed federated P2P communication structure has all the features that 
should be present for a P2P communication.  We believe that in the future P2P 
communication will be organized in this way, because a given document can be found 
with much ease, with less usage of bandwidth as can be found in non-federated P2P 
communication.  In non-federated P2P communication, to locate a particular 
document, the search query is broadcast to the whole network thus resulting in 
inefficient use of bandwidth.  In federated P2P communication, the query is broadcast 
only to the members of the group thus leading to a far more efficient use of 
bandwidth.  If a peer is a member of more than one group, the query is broadcast to 
the group, which has the maximum probability of answering the query.  We believe 
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that federation trust relationships may exist between two, or more than two, groups of 
peers. 
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Abstract. In this paper, a secure prepaid micropayment protocol which is suit-
able for wireless networks is introduced. The proposed protocol employs a secure
cryptographic technique that reduces all parties’ computation and satisfies trans-
action security properties, including non-repudiation. This offers the ability to
resolve disputes among parties. Compared to existing micropayment protocols,
all parties’ secret information are well-protected. Finally, we perform an analysis
to demonstrate that the proposed protocol has better performance than existing
micropayment protocols. As a result, the proposed protocol can be well-operated
on limited capability wireless devices.
Keywords. Micropayment, mobile payment, mobile commerce, payment proto-
col, electronic commerce,

1 Introduction

Micropayments seem to be more widely accepted than other kinds of payments systems
for wireless networks because of their lightweight, lower setup cost,and lower transac-
tion cost. Moreover, most payment-related applications for wireless networks are con-
ducted with small-valued goods or services e.g. downloading ring tones, operator logos,
or electronic document.

Traditionally, micropayment protocols employ public-key operations and a chain of
hash values such as PayWord [6] or NetCard [2]. Although these protocols work well
for fixed networks, they are not suitable for applying to wireless networks due to a
number of limitations of wireless environments [3, 7].

Recently, a prepaid micropayment protocol called PayFair [8] offers the ability to
perform payment transactions on limited computational capability devices. It employs
symmetric-key operations and keyed hash functions which reduce the computation at
all engaging parties. However, PayFair lacks of transaction privacy since payment infor-
mation of engaging parties is sent in cleartext during transactions. Moreover, a message
sent from a client to a merchant in PayFair lacks of non-repudiation property. Further-
more, a bank is able to impersonate as its clients to perform transactions. In addition,
a payment token authorized by the bank is merchant-specific in that it is still can be



used to generate the coins to spend with only one specified merchant. Thus, the client
is required to request the bank to issue a new payment token every time she wants to
perform a payment transaction to a new merchant.

In this paper, we propose a prepaid micropayment protocol which employs a secure
symmetric cryptographic technique that not only the computation at all parties, espe-
cially at the client, is reduced, but the proposed protocol also satisfies transaction secu-
rity properties including non-repudiation [1]. Moreover, it offers the ability to resolve
disputes among parties. Furthermore, all parties’ private information such as payment
information and secret keys are well-protected.

In any prepaid payment system, a client has to purchase an electronic coupon which
contains spending credits and the amount paid by the client is transferred to a specified
merchant before a transaction. In our proposed protocol, we present an efficient method
to refund either un-spending credits or coupons. This offers the practicability to the
system. Moreover, the coupon in our protocol is general-purposed in that it can be split
into smaller value merchant-specific coupons to spend with many merchants.

We analyze the performance of the proposed protocol and compare with PayWord
[6] and PayFair [8]. The results show that our protocol has better performance than
others in terms of party’s computation and the numbers of message passes. Therefore,
the proposed protocol can be implemented in limited capability wireless devices with
higher performance than existing micropayment protocols.

Section 2 provides overviews of PayWord and PayFair protocols. Section 3 intro-
duces our proposed protocol. Section 4 discusses about security and performance of the
proposed protocol. Section 5 concludes our work.

2 Overviews of Existing Micropayment Protocols

In this section, we outline two existing micropayment protocols: PayWord [6] and Pay-
Fair [8]. In section 2.1, PayWord is presented to provide an idea about how a micropay-
ment protocol with public-key operations works. In section 2.2, PayFair is outlined to
show how to secure transactions using symmetric-key operations.

2.1 PayWord

PayWord [6] is a postpaid micropayment protocol based on public-key cryptography.
Three parties are involved in the system:client, merchant, andbank. The client and
the merchant establish accounts with the bank. At the beginning of the protocol, the
bank issues the client aPayWord certificatewhich contains authorized amountCL that
the client is allowed to make a payment to each merchant. To make a payment to a
merchant, the client generates a set of coinsc0, ..., cn, wheren = CL. The set ofci is
generated as follows:ci = h(ci+1), wherei = 1, ..., n− 1.

In the first payment, the client sends the merchant acommitment, which contains the
PayWord certificate andc0, digitally signed by the client. Later on, in each payment,
the client sends the coinci to the merchant. The merchant can infer the value of the
coin by applying a number of hash functions toci. At the end of the day, the merchant
sends the highest value ofci together with the commitment to the bank. The bank then
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deducts the money from the client’s account and transfers the money to the merchant’s
account.

However, PayWord is not suitable for applying to wireless environments because
it has high client’s computation due to public-key operations. Moreover, a certificate
verification process leads to additional communication passes [3]. In addition, payment
information,c0 andci, is readable by any party who holds the client’s public key. Thus,
any party is able trace the client’s spending.

2.2 PayFair

PayFair [8] is a prepaid micropayment protocol which employs symmetric-key opera-
tions and hash functions. The details of PayFair are shown as follows:

Phase A: Prepaid Phase
C → B : IDC , OC , h(OC ,KC) (a)
B → C : {{N, RN}SK , RT}KC

, N, h({N, RN}SK , N,OC ,KC) (b)

WhereSK is the secret known only to the bank.KC is shared between the client
and the bank. The client requests the bank by sending order numberOC contain-
ing the requested amount. The bank returns the message containing a payment token
{N,RN}SK , which is later used to generate coins.RN is a random number generated
from the serial numberN and the secretSKRN known only by the bank. The client
generates a set of coinswi, i = 0, ..., n, wherewn = {N, RN}SK , from the process:
wi = h(wi+1).

Phase B: Micropayment Phase
C → M : w0, N, h(w0, IDM ,KC) (c)
M → B : w0, N, IDC , RM , h(w0, IDM ,KC) (d)
B → M : w0, IDC , IDM , Y ES, h(w0, IDC ,KM , RM , Y ES) (e)

The client sends the message(c) containingw0 to the merchant. The merchant then
forwardsh(w0, IDM ,KC) with relevant information to the bank in(d). After receiv-
ing the message, the bank can generatewn from w0, N, and its ownRN andSK. It then
transfers the amountn to the merchant’s account and sends the response to the merchant
in (e). The client can start a payment transaction with the merchant as follows:

C → M : wi where i = 1, ..., n (f)

However, in PayFair, the problem about revealing payment information occurred in
PayWord still exists since, in the messages(c) and(f), w0 andwi are sent in cleartext.
In addition, although Yen [8] claimed that payment tokenwn is general-purposed, it is
still merchant-specific when used, that is, although the coins is merchant-independently
generated, they are still can be used to pay only one specific merchant. Thus, the client
needs to request the bank for a new payment token every time she wants to make a
payment to a new merchant. Moreover, in(c), the bank can impersonate as the client to
perform transactions with the merchant.
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3 The Proposed Protocol

3.1 Overview of the Proposed Protocol

There are three parties involved in our protocol:client, merchant, andbank. At the
beginning of the protocol, a client requests a bank for an authorization to perform mi-
cropayment transactions. The bank checks the validity of the client’s account and issue
aBank Couponcontaining the amount requested by the client.

To make payment to a merchant, the client generates aMerchant Couponcontaining
the value specified to the merchant. The value of the merchant coupon must not exceed
the value of the bank coupon. This coupon has to be validated by the bank. To validate
the merchant coupon, the client generates a set of coins, attaches them into the merchant
coupon, and sends to the bank. After the validation, the bank transfers the money with
the requested value from the client’s account to the merchant’s account. The client then
can make payments to the merchant up to the amount specified in the merchant coupon.
In our protocol, a bank is trusted by its clients to generate correct numbers and values
of coins for coin validation purpose, but it is not trusted to create payment initialization
requests to merchants by itself. This is because the bank itself can generate the sets of
coins. It is possible to generate fake requests on behalf of its clients.

Our proposed protocol is composed of 6 sub-protocols:Setup, Payment Initializa-
tion, Payment, Extra Credit Request, Coupon Cancellation,andCoin Returnprotocols.
Section 3.2-3.7 demonstrate the details of the protocols.

3.2 Setup Protocol

A client C requests a bankB for an authorization on making a micropayment transac-
tion with the amountCLT as follows:

C → B : IDC , CLT , TCP , h(CLT , TCP , Y ) (1)

Note thatCLT stands for total credits that the client is allowed to spend in the sys-
tem.TCP is the timestamp when generating the request.h(CLT , TCP , Y ) is used to
protect the integrity of the message. The bank checks the validity of the client’s account
and then deducts the amountCLT from the client’s account. Bank then sends the client
aBank Couponthat can be used to perform transactions as follows:

B → C : {CLT , TT , TCP , SN, c}Y (2)

The bank coupon has unique serial numberSNassigned by the bank and contains
authorized creditsCLT . TT stands for timestamp when issuingCLT , andc is a random
number generated by the bank used for generating coins. With this bank coupon, the
client can make payments to many merchants repeatedly up toCLT . After running out
of the credits, the client needs to run this protocol to request the bank for a newCLT

again.
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3.3 Payment Initialization Protocol

To make a payment to a merchantM , the client generates a set of coinsci, i = 0, ..., n,
wheren = CLT , as follows:

cn = {c, TG}
ci = h(ci+1) where i = 0, ..., n− 1

The client specifies the amountCLM to spend with the merchant. The client at-
taches the coins andCLM into aMerchant Coupon, and sends it to the bank:

C → B : h(c0, TG, CLM , X), h(IDM , c0, TG, CLM , CLT , TT , SN, Y ), TG (3)

WhereTG stands for the timestamp when generating a set of coinsc0, ..., cn. Note
that the client can either spend the whole credits to only one merchant or spend some
credits to a merchant and spend the rest to other merchants. We can see thath(c0, TG,
CLM , X) is the payment request from the client to the merchant which is unreadable
by the bank. The bank retrievesCLT andCLM from h(IDM , c0, TG, CLM , CLT , TT ,
SN, Y)and checks whetherCLT < CLM . If so, it rejects the request. IfCLT > CLM ,
the bank calculates the client’s remaining creditsCLTR, whereCLTR = CLT−CLM .
It then maintains the table ofCLTR to prevent over-spending problem. At this stage,
the bank transfersCLM to the merchant’s account. Then the bank sends the following
messages to the client and the merchant:

B → M : {c0, TG, SN, CLM , h(IDM , SN,CLTR, TTR, Y )}Z ,
h(c0, TG, CLM , X) (4)

B → C : h(IDM , SN,CLTR, TTR, Y ), TTR (5)

WhereTTR stands for timestamp when the bank updatesCLTR. Note thatTT is
updated toTTR after calculatingCLTR. The merchant retrievesc0 andCLM from the
encrypted message. She knows that the client has requested to make the payment to her
fromh(c0, TG, CLM , X), and the client’s request has been authorized by the bank from
the message encrypted withZ shared between the bank and herself. After receiving the
message(5), later on, the client can use{CLTR, TTR} to make payment to another
merchant.

3.4 Payment Protocol

After completing payment initialization, the client can start the payment to the merchant
by sending the coin as follows.

C → M : cj (where j = 1, ..., n) (6)

The merchant verifies the requested amount by comparing withc0. After the ver-
ification, she provides goods or services to the client. After each payment,CLM is
deducted. The client is allowed to make the payments up toCLM without any payment
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authorization from the bank. If the remaining credits are not enough to make another
payment, the client can request the bank for extra credits by runningExtra Credit Re-
quest Protocol.

3.5 Extra Credit Request Protocol

Normally, when a client spends the credits up toCLM , she needs to runSetup Protocol
to issue a new bank coupon. In our protocol, we reduce the frequency of doing this
process by runningExtra Credit Request (ECR) Protocolinstead. WithECR Protocol,
the numbers of message passes are reduced. Before the next payment, the client checks
whetherj > CLM . If so, she still can purchase the goods but she needs to request for
extra credits from the bank. The client realizes that, if her request has been approved,
her total creditsCLTR will be deducted byCLM . To request for extra credits, the client
sends the following message:

B → M : cj , CLM , h(IDM , CLM , TG, SN, CLTR, TTR, Y ) (7)

At this stage,CLM stands for new credits to spend with specified merchant. The
merchant retrievesCLM and forwards the following message to the bank:

M → B : IDM , h(IDM , CLM , TG, SN, CLTR, TTR, Y ) (8)

The bank retrievesCLTR and CLM , and then calculates a newCLTR, where
newCLTR = currentCLTR − CLM . The bank transfersCLM to the merchant’s
account, and then sends the response to the merchant as follows:

B → M : h(IDM , SN,CLTR, TTR, Y ), TTR, Y ES, h(Y ES, CLM , TTR, Z)
if approved

( or Rejected if client has not enough credits ) (9)

The merchant checks whether the authorizedCLM in h(Y ES, CLM , TTR, Z) is
equal toCLM received from the client in(7). If so, the merchant sends the client the
following message:

M → C : h(IDM , SN, CLTR, TTR, Y ), TTR (10)

The client expects to receive the updatedCLTR, whereupdatedCLTR = current
CLTR−CLM . She calculatesCLTR and compares with the receivedCLTR. If they are
matched, the client can infer the updated bank coupon fromCLTR. The above message
is considered as a notification of the client’s remaining total credits. Note that, to make
the payment to a new merchant, the client repeatsPayment Initialization Protocolwith
the updated bank coupon without runningSetup Protocolas that in existing protocols.
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3.6 Coupon Cancellation Protocol

In our protocol, a client is able to refund an un-used bank coupon previously purchased
from a bank by sending the following message to the bank:

C → B : SN, TCR, h(SN,CLT , TT , TCR, Y ) (11)

WhereTCR is timestamp when requesting for coupon cancellation. The bank re-
moves the coupon with the serial numberSN from its database. This coupon will be no
longer used in the system. The bank transfers the amountCLT to the client’s account
and sends the response of the client’s request to the client as follows:

B → C : CancelOK, (CancelOK, SN, TCR, Y ) (12)

3.7 Coin Return Protocol

In some situation, a client may want to end transaction with a merchant after spending
some credits and request merchant to return her the un-spending credits. This process
can be done in the proposed protocol as follows:

C → M : cjmax
, TG, h(IDM , c0, TG, Y ) (13)

Wherecjmax
is the highest-value coins currently spent to the merchant. The mer-

chant checks whether the receivedcjmax
is equal tocjmax

that she has. If they are
matched, the merchant forwards the following message to the bank:

M → B : IDM , cjmax
, TG, h(IDM , c0, TG, Y ) (14)

The bank retrievescjmax
andc0 and calculates returned amount, wherereturned

Amount = CLM − jmax. Bank then transfers the returned amount to the client’s ac-
count and updates the client’s bank coupon with the newCLTR, whereupdatedCLTR

= currentCLTR + returnedAmount. The bank updates the entry in the list at the
record containingTG andc0, and then sends the acknowledgement to the merchant.

B → M : h(returnedAmount, IDM , c0, TG, CLTR, TTR, Y ),
h(returnedAmount, IDC , c0, TG, TTR, Z), TTR (15)

The merchant is notified that the returned amount has been withdrawn and trans-
ferred to the client’s account fromh(returnedAmount, IDC , c0, TG, TTR, Z). Also,
she is notified that the set of coins starting withc0 is no longer valid. The merchant then
sends the following message to the client.

M → C : h(returnedAmount, c0, TG, CLTR, TTR, Y ), TTR (16)

The client expects to receive the updatedCLTR, whereupdatedCLTR = current
CLT + returnedAmount, andreturnedAmount = CLM − jmax. The client com-
paresCLTR with the received one. If they are matched, she can infer the updated
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CLTR. Later on, the client can use the bank coupon with the updatedCLTR to make a
payment to another merchant.

4 Discussions

4.1 Transaction Security Properties

In this section, we show that the simple cryptographic technique applied to our pro-
posed protocol satisfies the above transaction security properties. The following mes-
sage demonstrates how the technique works:

B → M : {c0, TG, SN, CLM , h(IDM , SN, CLTR, TTR, Y )}Z ,
h(c0, TG, CLM , X) (4)

We can see that all transaction security properties for payment systems [1, 5] are
satisfied as follows:

1. Party authenticationis ensured by symmetric encryption andY shared between
the client and the bank. The encryption ensures that either the bank or the merchant
has originated the message, andY ensures that the bank is the originator of the
message.

2. Transaction privacyis guaranteed by symmetric encryption.
3. Transaction integrity is guaranteed byh(c0, TG, CLM , X) forwarded from the

client.
4. Non-repudiation of transactionsis ensured byh(IDM , SN, CLTR, TTR, Y ) in

that the bank cannot deny that it did not generate{c0, TG, SN,CLM , h(IDM , SN,
CLTR, TTR, Y )}Z since it is the only party that holds bothZ andY.

4.2 Dispute Resolution

Our proposed protocol provides offers the ability to resolve disputes among engaging
parties in both direct and indirect manners. According to direct dispute resolution, con-
sider the message(5) in Payment Initialization Protocol, we can prove that bank is the
originator of this message sinceh(IDM , SN,CLTR, TTR, Y ) can be retrieved by only
the client and the bank, but the client does not have the secretZ. Thus, the client is not
the originator of the message. However, some messages provide indirect dispute reso-
lution. Consider the message(10) sent from the merchant to the client inExtra Credit
Request Protocol, although the client can generate this message by herself, she cannot
modify the content of the message since it will be later detected by the bank.

4.3 Private Information

In any payment system, the information that is known only by relevant parties such
as secret keys, bank account information, price, or goods descriptions is considered as
Private Information[4]. Revealing such information offers the opportunity to perform
various kinds of attacks or to trace the client’s spending behavior.
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In our proposed protocol,c0 andcjmax are sent in encrypted forms compared to
signed messages in PayWord and cleartext in PayFair. Moreover, onlycj is sent from
the client to the bank over the air. The bank can inferc0 from c0 = h(c, TG), where
n stands for the currentCLTR and later sendsc0 to the merchant in the message(4).
Therefore, the secrecy of the requested amount is preserved.

4.4 Performance Analysis

To demonstrate the practicability of the proposed protocol, we compare our protocol
with PayWord [6] and PayFair [8] in terms of performance by focusing on the compu-
tation and the numbers of message passes of engaging parties.

Considering the party’s computation, we mainly focus on the numbers of crypto-
graphic operations applied to engaging parties. Table 1 demonstrates the numbers of
cryptographic operations applied to our protocol, PayWord, and PayFair, respectively.
Note thatn stands for the computations for generating a set of coins.

Table 1.The number of cryptographic operations of SET, iKP, and KSL protocol at client, mer-
chant, and payment gateway, respectively

Cryptographic OperationsOur ProtocolPayWordPayFair
1. Signature C - 1 -

M - - -
B - 1 -

2. Signature verificationsC - 1 -
M - 2 -
B - 1 -

3. Symmetric operationsC 1 - 1
M 1 - -
B 2 - 2

4. Hash functions C n n n
M n n n
B n n n

5. Keyed-hash functionsC 4 - 3
M 1 - 4
B 3 - 5

From Table 1, we can see that in our protocol, only symmetric-key operations and
hash functions are applied, compared to public-key operations in PayWord [6]. It infers
that our protocol has better performance than PayWord. Compared to PayFair [8], the
proposed protocol also has less party’s computation. Moreover, in PayFair, a client is
required to contact a bank for issuing a new coupon and generate a new set of coins
every time she runs out of credits whereas the coupon in our proposed protocol is issued
only once and can be used to make payments with many merchants. This greatly reduces
the computational load at the client. These features result in better performance than
PayFair.
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Fig. 1. The numbers of message passes inPayment Initialization Protocolof (1) the proposed
protocol, (2) PayFair, and (3) PayWord

According to the numbers of message passes, from Fig.1, we can see that the pro-
posed protocol has less numbers of message passes than PayFair which infers better
performance. Compared to PayWord, the proposed protocol has higher numbers of mes-
sage passes. However, PayWord is operated in postpaid mode which a client does not
require any payment authorization from a bank inPayment Initialization Protocol.

5 Conclusion

We pointed out the problems of existing micropayment protocols when applied to wire-
less environments due to poor performance and security flaws. We then proposed a
prepaid micropayment protocol for wireless networks which solves the above prob-
lems. We applied symmetric cryptographic technique which not only reduces parties’
computation, but also satisfies transaction security properties. We also performed per-
formance analysis to show that our protocol has better performance than PayWord [6]
and PayFair [8] which results in more applicable to limited capability wireless devices.

As our future works, we aim to extend the proposed protocol to perform postpaid
micropayments and compare the its results with existing postpaid micropayment proto-
cols including PayWord [6].

References

1. Ahuja, V.: Secure Commerce on the Internet. Academic Press (1996)
2. Anderson, R., Manifavas, C., Sutherland, C.: NetCard - A Practical Electronic Cash System.

Lecture Notes in Computer Science, Vol. 1189 (1995)
3. Kungpisdan, S., Srinivasan, B., Le, P.D.: Lightweight Mobile Credit-Card Payment Protocol.

Lecture Notes in Computer Science, Vol. 2904 (2003) 295–308
4. Kungpisdan, S., Permpoontanalarp, Y.: Practical Reasoning about Accountability in Elec-

tronic Commerce Protocols. Lecture Notes in Computer Science, Vol. 2288 (2002)268–284
5. Park, D.G., Boyd, C., Dawson, E.: Micropayments for Wireless Communications. Lecture

Notes in Computer Science, Vol. 2015 (2000) 192–205
6. Rivest, R., Shamir, A.: PayWord and MicroMint: Two Simple Micropayment Schemes. Cryp-

tobytes, Vol. 2(1) (1996) 7–11
7. Romao, A., da Silva, M.: An Agent-based Secure Internet Payment Systems. Lecture Notes

in Computer Science, Vol. 1402 (1998) 80–93
8. Yen, S.M.: PayFair: A Prepaid Internet Micropayment Scheme Ensuring Customer Fairness.

IEE Computers and Digital Techniques, Vol. 148(6), (2001) 207–213

113



A Practical Implementation of a Real-time Intrusion 
Prevention System for Commercial Enterprise Databases 

Ulf T. Mattsson  

Chief Technology Officer 
Protegrity 

ulf.mattsson@protegrity.se http://www.protegrity.com 

Abstract. Modern intrusion detection systems are comprised of three basically 
different approaches, host based, network based, and a third relatively recent 
addition called procedural based detection. The first two have been extremely 
popular in the commercial market for a number of years now because they are 
relatively simple to use, understand and maintain. However, they fall prey to a 
number of shortcomings such as scaling with increased traffic requirements, 
use of complex and false positive prone signature databases, and their inability 
to detect novel intrusive attempts. This intrusion detection system interacts with 
the access control system to deny further access when detection occurs and 
represent a practical implementation addressing these and other concerns. This 
paper presents an overview of our work in creating a practical database 
intrusion detection system. Based on many years of Database Security 
Research, the proposed solution detects a wide range of specific and general 
forms of misuse, provides detailed reports, and has a low false-alarm rate. 
Traditional commercial implementations of database security mechanisms are 
very limited in defending successful data attacks. Authorized but malicious 
transactions can make a database useless by impairing its integrity and 
availability. The proposed solution offers the ability to detect misuse and 
subversion through the direct monitoring of database operations inside the 
database host, providing an important complement to host-based and network-
based surveillance. Suites of the proposed solution may be deployed throughout 
a network, and their alarms man-aged, correlated, and acted on by remote or 
local subscribing security services, thus helping to address issues of 
decentralized management. 

Key-Words. Isolation, Intrusion Tolerance, Database Security, Encryption, 
GLBA, HIPAA. 

1   Introduction 

Most companies solely implement perimeter-based security solutions, even though the 
greatest threats are from internal sources. Additionally, companies implement network-
based security solutions that are designed to protect network resources, despite the fact 
that the information is more often the target of the attack. Recent development in 
information-based security solutions addresses a defense-in-depth strategy and is 
independent of the platform or the database that it protects. As organizations continue 
to move towards digital commerce and electronic supply chain management, the value 



of their electronic information has increased correspondingly and the potential threats, 
which could compromise it, have multiplied.  With the advent of networking, 
enterprise-critical applications, multi-tiered architectures and web access, approaches 
to security have become far more sophisticated. A span of research from authorization 
[9, 28, 14], to inference control [1], to multilevel secure databases [33, 31], and to 
multi-level secure transaction processing [3], addresses primarily how to protect the 
security of a database, especially its confidentiality. However, limited solutions has 
been presented on how to practically implement a solution to survive successful 
database attacks, which can seriously impair the integrity and availability of a database. 
Experience with data-intensive applications such as credit card billing, has shown that 
a variety of attacks do succeed to fool traditional database protection mechanisms.  One 
critical step towards attack resistant database systems is intrusion detection, which has 
attracted many researchers [7, 21, 13, 10, 23, 26, 22, 17, 18]. Intrusion detection 
systems monitor system or network activity to discover attempts to disrupt or gain 
illicit access to systems. The methodology of intrusion detection can be roughly classed 
as being either based on statistical profiles [15, 16, 30] or on known patterns of attacks, 
called signatures [11, 8, 27, 12, 32]. Intrusion detection can supplement protection of 
network and information systems by rejecting the future access of detected attackers 
and by providing useful hints on how to strengthen the defense. However, intrusion 
detection has several inherent limitations: Intrusion detection makes the system attack-
aware but not attack-resistant, that is, intrusion detection itself cannot maintain the 
integrity and availability of the database in face of attacks. Achieving accurate 
detection is usually difficult or expensive. The false alarm rate is high in many cases. 
The average detection latency in many cases is too long to effectively confine the 
damage. To overcome the limitations of intrusion detection, a broader perspective is 
introduced, saying that in addition to detecting attacks, countermeasures to these 
successful attacks should be planned and deployed in advance. In the literature, this is 
referred to as survivability or intrusion tolerance. In this paper, we will address a useful 
technique for database intrusion prevention, and present the design of a practical 
system, which can do attack prevention. 

2   Problem Formulation 

In order to protect information stored in a database, it is known to store sensitive data 
encrypted in the database. To access such encrypted data you have to decrypt it, which 
could only be done by knowing the encryption algorithm and the specific decryption 
key being used. The access to the decryption keys could be limited to certain users of 
the database system, and further, different users could be given different access rights. 
Specifically, it is preferred to use a so-called granular security solution for the 
encryption of databases, instead of building walls around servers or hard drives. In 
such a solution, which is described in this paper, a protective layer of encryption is 
provided around specific sensitive data-items or objects. This prevents outside attacks 
as well as infiltration from within the server itself. This also allows the security 
administrator to define which data stored in databases are sensitive and thereby 
focusing the protection only on the sensitive data, which in turn minimizes the delays 
or burdens on the system that may occur from other bulk encryption methods. Most 
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preferably the encryption is made on such a basic level as in the column level of the 
databases. Encryption of whole files, tables or databases is not so granular, and does 
thus encrypt even non-sensitive data. It is further possible to assign different encryption 
keys of the same algorithm to different data columns. With multiple keys in place, 
intruders are prevented from gaining full access to any database since a different key 
could protect each column of encrypted data. 

2.1 New Requirements 

The complexity of this task was dramatically increased by the introduction of multi-
platform integrated software solutions, the proliferation of remote access methods and 
the development of applications to support an increasing number of business processes.  
In the "good old days", files and databases contained fewer types of information (e.g., 
payroll or accounting data) stored in centralized locations, which could only be 
accessed, by a limited number of individuals using a handful of controlled access 
methods.  As more types of information were migrated to electronic formats (and ever 
more databases proliferated, often with little planning), there was a simultaneous 
increase in the number of users, access methods, data flows among components and the 
complexity of the underlying technology infrastructure.  Add to this the demand from 
users forever more sophisticated uses of information (data mining, CRM, etc.), which 
are still evolving, and the management's enhanced awareness of the value of its 
information. Database intrusion tolerance can mainly be enforced at two possible 
levels: database level and transaction level. Although transaction level methods cannot 
handle database level attacks, it is shown that in many applications where attacks are 
enforced mainly through malicious transactions transaction level methods can tolerate 
intrusions in a much more effective and efficient way. Database level intrusion 
tolerance techniques can be directly integrated into an intrusion tolerance framework 
with the ability to back out from a malicious database transaction. Two levels of 
intrusion response behavior may be deployed; an intrusion into the database system as 
such, or an intrusion to the actual data. In the first case focus is on preventing from 
further malicious activities, i e you have had an attack but it is handled by next layer of 
security. In the second the behavior is a rollback of the data written, to handle the 
attack afterwards. The importance of privacy and security of sensitive data stored in 
relational databases is fueled by strong new legislation and the continuing push toward 
Web-accessible data. These products and services allow organizations to comply with 
data-privacy regulations, requirements and guidelines such as the recently enacted U.S. 
Gramm-Leach-Bliley Act (GLBA)…significantly affecting financial institutions and 
insurance companies; the U.S. Health Information Portability and Accountability Act 
(HIPAA)…covering the healthcare industry; the European Directive 95/46/EC on data 
protection, and E.U./U.S. Safe Harbor considerations; Canada’s Personal Information 
Protection and Electronic Document Act (PIPEDA); Germany's Federal Data 
Protection Act; the UK Data Protection Act; Australia’s Privacy Act); the Japan JIS Q 
15001:1999 Requirements for Compliance Program on Personal Information 
Protection; the U.S. Software and Information Industry Association (SIIA) -An 
Electronic Citadel - A Method for Securing Credit Card and Private Consumer Data in 
E-Business Sites; the BITS (the technology group for the Financial Services 
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Roundtable) Voluntary Guidelines for Aggregation Services; and potentially much 
more..  

3   Problem Solution 

In the above-mentioned solutions the security administrator is responsible for setting 
the user permissions. Thus, for a commercial database, the security administrator 
operates through a middle-ware application, the access control system (ACS), which 
provides authentication, encryption and decryption services. The ACS is tightly 
coupled to the database management system (DBMS) of the database. The ACS 
controls access in real-time to the protected elements of the database. Such a security 
solution provides separation of the duties of a security administrator from a database 
administrator (DBA). The DBA’s role could for example be to perform usual DBA 
tasks, such as extending tablespaces etc, without being able to see (decrypt) sensitive 
data. The SA could then administer privileges and permissions, for instance add or 
delete users. For most commercial databases, the database administrator has privileges 
to access the database and perform most functions, such as changing password of the 
database users, independent of the settings by the system administrator. An 
administrator with root privileges could also have full access to the database. This is an 
opening for an attack where the DBA can steal all the protected data without any 
knowledge of the protection system above. The attack is in this case based on that the 
DBA impersonates another user by manipulating that users password, even though a 
hash algorithm enciphers the user’s password. An attack could proceed as follows. 
First the DBA logs in as himself, and then the DBA reads the hash value of the users 
password and stores this separately. Preferably the DBA also copies all other relevant 
user data. By these actions the DBA has created a snapshot of the user before any 
altering. Then the DBA executes the command “ALTER USER username 
IDENTIFIED BY newpassword”. The next step is to log in under the user name 
"username” with the password “newpassword” in a new session. The DBA then resets 
the user’s password and other relevant user data with the previously stored hash value. 
Thus, it is important to further separate the DBA’s and the SA’s privileges. For 
instance, if services are outsourced, the owner of the database contents may trust a 
vendor to administer the database. Then the role of the DBA belongs to an external 
person, while the important SA role is kept within the company, often at a high 
management level. Thus, there is a need for preventing a DBA to impersonate a user in 
an attempt to gain access to the contents of the database. The DBA attack prevention 
described here is specific to databases with internal authentication. Databases that 
utilizes external (OS level) authentication provides a level of separation of duties, and 
the database encryption system, or intrusion prevention system, can verify that the 
database session is properly authenticated by the external authentication system before 
any decryption of sensitive data is allowed.  
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3.1   A New Approach 

The solution protects the data in storage in a database. The architecture is built on top 
of a traditional COTS (Commercial-Of-The-Shelf) DBMS. Within the framework, the 
Intrusion Detector identifies malicious transactions based on the history kept (mainly) 
in the log. The Intrusion Assessor locates the damage caused by the detected 
transactions. The Intrusion Protector prevents the damage using a rollback. The 
Intrusion Manager restricts the access to the objects that have been identified by the 
Intrusion Assessor as ‘under attack’, and unlocks an object after it is cleared by the 
security officer. The Policy Enforcement Agent (PEA) (a) functions as a filter for 
normal user transactions that access critical fields in the database, and (b) is responsible 
for enforcing system-wide intrusion prevention policies. For example, a policy may 
require the PEA to reject every new transaction submitted by a user as soon as the 
Intrusion Detector finds that the user submits a malicious transaction. It should be 
noticed that the system is designed to do all the intrusion prevention work on the fly 
without the need to periodically halt normal transaction processing. 

3.2 Intrusion Prevention Solution 

The method allows for a real time prevention of intrusion by letting the intrusion 
detection process interact directly with the access control system, and change the user 
authority dynamically as a result of the detected intrusion. The hybrid solution 
combines benefits from database encryption toolkits and secure key management 
systems. The hybrid solution also provides a single point of control for database 
intrusion prevention, audit, privacy policy management, and secure and automated 
encryption key management (FIPS 140 Level 3). The Database Intrusion Prevention is 
based on ‘context checking’ against a protection policy for each critical database 
column, and prevents internal attacks also from root, DBA, or ‘buffer overflow 
attacks’, by automatically stopping database operations that are not conforming to the 
Database Intrusion Prevention Policy rules. The Database Intrusion Prevention and 
alarm system enforces policy rules that will keep any malicious application code in a 
sand box regarding database access. The policy enforcement system, integrated with an 
external network authentication system, perform the following basic checking: 
 
Session Authentication and Session Encryption. 
Software Integrity, Data Integrity, and Meta Data Integrity. 
Time of Access, and other policy rules. 
 
In database security, it is a well-known problem to avoid attacks from persons who 
have access to a valid user-ID and password. Such persons cannot be denied access by 
the normal access control system, as they are in fact entitled to access to a certain 
extent. Such persons can be tempted to access improper amounts of data, by-passing 
the security. Such persons can be monitored and controlled by this database intrusion 
prevention system and automatically be locked out from database operations that are 
not conforming to the Database Intrusion Prevention Policy rules. Other solutions in 
this problem area have been suggested: 
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Network-Based Detection - Network intrusion monitors are attached to a packet-
filtering router or packet sniffer to detect suspicious behavior on a network as they 
occur. They look for signs that a network is being investigated for attack with a port 
scanner, that users are falling victim to known traps like .url or .lnk, or that the network 
is actually under an attack such as through SYN flooding or unauthorized attempts to 
gain root access (among other types of attacks). Based on user specifications, these 
monitors can then record the session and alert the administrator or, in some cases, reset 
the connection. Some examples of such tools include Cisco’s NetRanger and ISS’ 
RealSecure as well as some public domain products like Klaxon that focus on a 
narrower set of attacks. 
Server-Based Detection - These tools analyze log, configuration and data files from 
individual servers as attacks occur, typically by placing some type of agent on the 
server and having the agent report to a central console. Some examples of these tools 
include Axent’s OmniGuard Intrusion Detection (ITA), Security Dynamic’s Kane 
Security Monitor and Centrax’s eNTrax as well as some public domain tools that 
perform a much narrower set of functions like Tripwire which checks data integrity. 
Tripwire will detect any modifications made to operating systems or user files and send 
alerts to ISS' RealSecure product. Real-Secure will then conduct another set of security 
checks to monitor and combat any intrusions. 
  
Security Query and Reporting Tools - These tools query NOS logs and other related 
logs for security events or they glean logs for security trend data. Accordingly, they do 
not operate in real-time and rely on users asking the right questions of the right 
systems. A typical query might be how many failed authentication attempts have we 
had on these NT servers in the past two weeks.” A few of them (e.g., SecurIT) perform 
firewall log analysis. Some examples of such tools include Bindview’s 
EMS/NOSadmin and Enterprise Console, SecureIT’s SecureVIEW and Security 
Dynamic’s Kane Security Analyst. 

3.3 Inference Detection 

A variation of conventional intrusion detection is detection of specific patterns of 
information access, deemed to signify that an intrusion is taking place, even though the 
user is authorized to access the information. A method for such inference detection, i.e. 
a pattern oriented intrusion detection, is disclosed in US patent 5278901 to Shieh et al. 
None of these solutions are however entirely satisfactory. The primary drawback is that 
they all concentrate on already effected queries, providing at best information that an 
attack has occurred. 

 
 

3.4  Intrusion Prevention Profile 

By defining at least one intrusion detection profile, each comprising at least one item 
(column access) access rate, associating each user with one of the profiles, receiving a 
query from a user, comparing a result of the query with the item access rates defined in 
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the profile associated with the user, determining whether the query result exceeds the 
item access rates, and in that case notifying the access control system to alter the user 
authorization, thereby making the received request an unauthorized request, before the 
result is transmitted to the user. According to this method, the result of a query is 
evaluated before it is transmitted to the user. This allows for a real time prevention of 
intrusion, where the attack is stopped even before it is completed. This is possible by 
letting the intrusion detection process interact directly with the access control system, 
and change the user authority dynamically as a result of the detected intrusion. The 
item access rates can be defined based the number of rows a user may access from an 
item, e.g. a column in a database table, at one time, or over a certain period of time. In 
a preferred implementation, the method further comprises accumulating results from 
performed queries in a record, and determining whether the accumulated results exceed 
any one of the item access rates. The effect is that on one hand, a single query 
exceeding the allowed limit can be prevented, but so can a number of smaller queries, 
each one on its on being allowed, but when accumulated not being allowed. It should 
be noted that the accepted item access rates not necessarily are restricted to only one 
user. On the contrary, it is possible to associate an item access rate to a group of users, 
such as users belonging to the same access role (which defines the user’s level of 
security), or connected to the same server. The result will be restricting the queries 
accepted from a group of users at one time or over a period of time. The user, role and 
server entities are not exclusive of other entities which might benefit from a security 
policy. According to an implementation of the method, items subject to item access 
rates are marked in the database, so that any query concerning the items automatically 
can trigger the intrusion detection process. This is especially advantageous if only a 
few items are intrusion sensitive, in which case most queries are not directed to such 
items. The selective activation of the intrusion detection will then save time and 
processor power. According to another implementation of the method, the intrusion 
detection policy further includes at least one inference pattern, and results from 
performed queries are accumulated in a record, which is compared to the inference 
pattern, in order to determine whether a combination of accesses in the record match 
the inference policy, and in that case the access control system is notified to alter the 
user authorization, thereby making the received request an unauthorized request, before 
the result is transmitted to the user. This implementation provides a second type of 
intrusion detection, based on inference patterns, again resulting in a real time 
prevention of intrusion.  

4   Related Work 

There is a variety of related research efforts that explore what one can do with audit 
data to automatically detect threats to the host. An important work is MIDAS [50], as it 
was one of the original applications of expert systems—in fact using P-BEST—to the 
problem of monitoring user activity logs for misuse and anomalous user activity. 
CMDS, by SAIC, demonstrated another application of a forward-chaining expert-
system, CLIPS, to a variety of operating system logs [48]. USTAT [39] offered another 
formulation of intrusion heuristics using state transition diagrams [46], but by design 
remained a classic forward-chaining expert sys-tem inference engine. ASAX [37] 
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introduced the Rule-based Sequence Evaluation Language (RUSSEL) [42], which is 
tuned specifically for the analysis of host audit trails. Recent literature form the RAID 
conferences, as well as IEEE Security and Privacy, the DARPA program on 
survivability that concentrated on detecting and surviving attacks, and a large scale 
DARPA project called DemVal, are dealing with the survivability of a database. The 
idea of attack prevention, that will not allow access after a threshold is reached, is also 
discussed in the SRI Appache IDs system. The approach is sometimes also called 
application level intrusion detection, rather than procedural intrusion detection.  

5   Conclusion 

While the existing paradigms of computer security are still very useful and serve 
perfectly well in their capacities, there has existed a gap in the computer security space. 
Our technology and approach fills that gap by providing practical application based 
intrusion detection and response. We suggest that this gives The Hybrid the unique 
ability to detect and halt completely novel attacks that have yet to be seen on the 
Internet, and better yet, we have the ability to protect the first person to see a new 
attack or exploit. No one needs to be sacrificed to the new virus or worm anymore. In 
essence, we have learned to solve the right problem. Removing all software 
vulnerabilities is clearly an unsolvable problem. Providing restrictive and onerous 
barriers to software use makes the software uncomfortable and difficult to use. 
Monitoring and controlling program execution at run time through behavioral control is 
the missing piece in the security puzzle. The complete puzzle has three pieces; data 
control (encryption), access control, and behavioral control. 

In conclusion, while the overall complexity of the security program has dramatically 
increased, enterprises can still implement effective security solutions by integrating 
sound external protection and internal security controls with appropriate security audit 
procedures.  There are no guarantees that any one approach will be able to deal with 
new and innovative intrusions in increasingly complex technical and business 
environments.  However, implementation of an integrated security program which is 
continuously audited and monitored provides the multiple layers of protection needed 
to maximize protection as well as historical information to support management 
decision-making and future policy decisions. This solution protects the data during 
transport, providing security from the server to the client. The client device requires a 
means of accessing the secure data, and a means of access control and secure storage of 
locally held information. The implementation for Laptops and PDAs provides 
mandatory access control, secure local storage of sensitive data and key management 
capabilities. This solution includes a method for detecting intrusion in a database, 
managed by an access control system, comprising defining at least one intrusion 
detection profile, each comprising at least one item access rate and associating each 
user with one of the profiles. Further, the method determines whether a result of a 
query exceeds any one of the item access rates defined in the profile associated with 
the user, and, in that case, notifies the access control system to alter the user 
authorization, thereby making the received request an unauthorized request, before the 
result is transmitted to the user. The method allows for a real time prevention of 
intrusion by letting the intrusion detection process interact directly with the access 
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control system, and change the user authority dynamically as a result of the detected 
intrusion. 

The GLBA/OCC and the VISA U.S.A. CISP requirements as well as other 
requirements in the Health Care Industry, and Safe Harbor will require a unique 
demonstration of cooperative and open but protected communication, storing 
information among individuals and organizations across competitive lines and 
regulatory boundaries safeguarding non-public personal information. Information 
sharing among reliable and reputable experts can help institutions reduce the risk of 
information system intrusions. The OCC encourages management to participate in 
information-sharing mechanisms as part of an effort to detect and respond to intrusion 
and vulnerabilities. Financial institutions have to work together in an unprecedented 
fashion with other financial institutions, service providers, software vendors, trade 
associations, regulators, and other industries to share information and strategies to 
respond to legal requirements and media reports or perceptions that could decrease 
public confidence in the financial services industry. With the introduction of regulatory 
privacy acts like the U.S. Gramm-Leach-Bliley Act, the U.S. HIPAA, the U.S. FDA 21 
CFR 11 and the E.U. member states privacy laws, companies are being mandated to 
provide more detailed information regarding the usage and access of customer and 
consumer data. 
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Abstract. Sometimes there is a need to store sensitive data on an un-
trusted database server. Song, Wagner and Perrig have introduced a way
to search for the existence of a word in an encrypted textual document.
The search speed is linear in the size of the document. It does not scale
well for a large database. We have developed a tree search algorithm
based on the linear search algorithm that is suitable for XML databases.
It is more efficient since it exploits the structure of XML. We have built
prototype implementations for both the linear and the tree search case.
Experiments show a major improvement in search time.

1 Introduction

Nowadays the need grows to store data securely on an untrusted system. Think,
for instance, of a remote database server administered by somebody else. If you
want your data to be secret, you have to encrypt it. The problem then arises
how to query the database. The most obvious solution is to download the whole
database locally and then perform the query. This of course is terribly inefficient.
Song, Wagner and Perrig [1] have introduced a protocol to search for a word in
an encrypted text. We will summarise this protocol in section 2.

In this paper we propose a new protocol that is more suitable for handling
large amounts of semi-structured XML data. This new protocol exploits the
XML tree structure. XPath queries can be answered fast and secure.

We have built prototype implementations for both the linear and the tree
search protocol (section 3). We use these prototypes to find optimal settings
for the parameters used within the protocols and to show the increase in search
speed by using the tree structure. We did some experiments (section 4) for which
the results can be found in section 5.

2 Search Strategy

Before we describe our tree search strategy (section 2.2) we will give a short
summary of the original linear search strategy of Song, Wagner and Perrig [1].

2.1 Linear Search Strategy for Full Text Documents

Song, Wagner and Perrig [1] describe a protocol to store sensitive data on an
untrusted server. A client (Alice) can store data on the untrusted server (Bob)



and search in it, without revealing the plain text of either the stored data, the
query or the query result. The protocol consists of three parts: storage, search
and retrieval.

Storage Before Alice can store information on Bob she has to do some calcu-
lations. First of all she has to fragment the whole plain text W into several
fixed sized words Wi. Each Wi has a fixed length n. She also generates en-
cryption keys k′ and k′′ and a sequence of random numbers Si using a pseudo
random generator. Then she has or calculates the following for each block
Wi:

Wi plain text block
k′′ encryption key
Xi = Ek′′(Wi) = 〈Li, Ri〉 encrypted text block
k′ key for f
ki = fk′(Li) key for F
Si random number i
Ti = 〈Si, Fki(Si)〉 tuple used by search
Ci = Xi ⊕ Ti value to be stored (⊕ stands for xor)

where E is an encryption function and f and F are keyed hash functions:

E : key × {0, 1}n → {0, 1}n

f : key × {0, 1}n−m → key
F : key × {0, 1}n−m → {0, 1}m

The encrypted word Xi has the same block length as Wi (i.e. n). Li has
length n−m and Ri has length m. The parameters n and m may be chosen
freely (n > 0, 0 < m ≤ n

2 ). Section 5.1 gives guidelines for efficient values of
n and m. The value Ci can be sent to Bob for storage. Alice may now forget
the values Wi, Xi, Li, Ri, ki, Ti and Ci, but should still remember k′, k′′

and Si.
Search After the encrypted data is stored by Bob in the previous phase Alice

can query Bob. Alice provides Bob with an encrypted version of a plain text
word Wj and asks him if and where Wj occurs in the original document.
Note that Alice does not have to know the position j. If Wj was a block in
the original data then 〈j, Cj〉 is returned. Alice has or calculates:

k′′ encryption key
k′ key for f
Wj plain text block to search for
Xj = Ek′′(Wj) = 〈Lj , Rj〉 encrypted block
kj = fk′(Lj) key for F

Then Alice sends the value of Xj and kj to Bob. Having Xj and kj Bob is
able to compute for each Cp:

Tp = Cp ⊕Xj = 〈Sp, S
′
p〉

IF S′p = Fkj (Sp) THEN RETURN 〈p, Cp〉
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If p = j then S′p = Fkj (Sp), otherwise S′p is garbage. Note that all locations
with a correct Tp value are returned. However there is a small chance that T
satisfies T = 〈Sq, Fkj (Sq)〉 but where Sq 6= Sp. Therefore, Alice should check
each answer whether the correct random value is used or not.

Retrieval Alice can also ask Bob for the cipher text Cp at any position p. Alice,
knowing k′, k′′ and the seed for S, can recalculate Wp by

p desired location
Cp = 〈Cp,l, Cp,r〉 stored block
Sp random value
Xp,l = Cp,l ⊕ Sp left part of encrypted block
kp = fk′(Xp,l) key for F
Tp = 〈Sp, Fkp(Sp)〉 check tuple
Xp = Cp ⊕ Tp encrypted block
Wp = Dk′′(Xp) plain text block

where D is the decryption function D : key × {0, 1}n → {0, 1}n such that
Dk′′(Ek′′(Wi)) = Wi.

This is all Alice needs. She can store, find and read the text while Bob cannot
read anything of the plain text. The only information Bob gets from Alice is Ci

in the store phase and Xj and kj in the search phase. Since Ci and Xj are
both encrypted with a key only known to Alice and kj is only used to hash one
particular random value, Bob does not learn anything of the plain text. The only
information Bob learns from a search query is the location where an encrypted
word is stored.

2.2 Tree Search Strategy for XML Documents

So far, we considered only text files. Using structured XML data can improve
efficiency.

Torsten Grust [2, 3] introduces a way to store XML data in a relational
database such that search queries can be handled efficiently. An XML document
is translated into a relational table with a predefined structure. Each record
consists of the name of the tag or attribute and its corresponding value. The
information about the tree structure of the original XML document is captured
in the pre, post and parent fields. All fields can be computed in a single pass over
the XML document. The pre and post fields are sequence numbers that count
the open tags respectively the close tags. The parent value is the pre value of
the parent element (see figure 1(a)).

The XPath axes like descendant, ascendant, child, etc can be expressed as
simple expressions over the pre, post and parent fields. For instance:

– v is a child of v′ ⇐⇒ v.parent = v′.pre
– v is a descendant of v′ ⇐⇒ v′.pre < v.pre ∧ v′.post > v.post
– v is following v′ ⇐⇒ v′.pre < v.pre ∧ v′.post < v.post
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pre post parent

<a> 1 0
<b> 2 1
</b> 1
<c 3 1

d=”. . . ”> 4 2 3
<e/> 5 3 3

</c> 4
</a> 5
(a) Pre/Post/Parent calculation (b) Visualisation of XPath Axes in a

Pre/Post Plane

Fig. 1. Calculation and Usage of Pre, Post and Parent fields

Some XPath axes can also be drawn in a pre/post plane (see figure 1(b)). Each
element can be drawn as a dot in the graph. The solid circle indicates just one of
them. Taking the solid circle as starting element, the quadrants indicate where
its ascendants, descendants and siblings are located.

Not all updates are efficient. Modification and deletion are no problem, but
element insertion causes the need to recalculate the pre, post and parent values
for all following elements. The number of recalculations can be reduced by an
initial sequence with a larger step (100, 200, 300, . . . ).

Torsten Grust aims at storing XML data in the clear. To protect the data
cryptographically we combine his strategy with the linear search approach of
Song, Wagner and Perrig (SWP) [1]. Only some slight modifications to the SWP
approach are necessary:

1. The input file is not an unstructured text file but a tree structured XML
document. The division of the data into fixed sized blocks does not seem
natural. Therefore, we use variable block lengths that depend on the lengths
of the tag names, attribute names, attribute values and the text between
tags.

2. The sequence number of a block is no longer appropriate to define the loca-
tion within a document. We use the pre value instead.

The equations of section 2.1 can be rewritten to the equations below. Note that
all subscripts have changed. For simplicity we only describe the encryption of
tag names. Exactly the same scheme is used for attribute names (prefixed with
a @ sign) or the data itself by simply substituting value for tag.
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Storage

Wtag plain text block
k′′ encryption key
Xtag = Ek′′(Wtag) = 〈Ltag, Rtag〉 encrypted text block
k′ key for f
ktag = fk′(Ltag) key for F
Spre random number pre
Tpre,tag = 〈Spre, Fktag (Spre)〉 tuple used by search
Cpre,tag = Xtag ⊕ Tpre,tag value to be stored

Note that the random value Spre does not depend on the tag name but on
the location (expressed in the pre field) because all elements with the same
tag name should be stored differently.

Search An XPath query like /tag1//tag2[tag3 = ”value”] is encrypted to
/〈Xtag1 , ktag1〉//〈Xtag2 , ktag2〉[〈Xtag3 , ktag3〉 = ”〈Xvalue, kvalue〉”] before send-
ing it to the server. The server calculates the result traversing the XPath
query from left to right. Each step consists of two or three sub steps:
– Evaluating the XPath axis /, //, [ and ] using the pre, post and parent

fields. It is possible to find all children (/) or all descendants (//) of
elements found in a previous step by just using the pre, post and parent
field. See section 3.2 for an example.

– Filtering out the records that do not satisfy S′p = Fktag
(Sp) in Tp,tag =

Cp,tag ⊕Xtag = 〈Sp, S
′
p〉.

– Eventually filtering out the records with an incorrect value field.
Retrieval

k′ key for f
k′′ encryption key
pre desired location
Cpre,tag = 〈Cpre,tag,l, Cpre,tag,r〉 stored block
Spre random value
Xtag,l = Cpre,tag,l ⊕ Spre left part of encrypted block
ktag = fk′(Xtag,l) key for F
Ttag = 〈Spre, Fktag

(Spre)〉 check tuple
Xtag = Cpre,tag ⊕ Ttag encrypted block
Wtag = Dk′′(Xtag) plain text block

3 Implementation

For each search strategy a prototype has been developed. Each prototype consists
of two tools: one for encryption and one for searching. All tools use the standard
crypto packages shipped with JDK 1.4.

3.1 Linear Search Prototype

Section 2.1 introduces three functions: E, f and F . E should be a block cipher
in ECB mode and f and F keyed hash functions. For our prototype we chose
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DES for all three of them. E is exactly DES in ECB mode. Since DES works on
blocks of 64 bits n should be a multiple of 64 bits.

f and F are keyed hash functions with variable sized hash values. Standard
hash functions like SHA-1 have a fixed sized hash value. It is possible to use the
last (or the first) m bits of the hash value, but then m should be less than the
size of the hash value (160 bits for SHA-1). To allow a larger value for m our
prototype uses DES in CBC mode. To hash a data block of length n −m to a
hash value of length m the block is encrypted with the specified key (56 bits
DES key) but only the last m bits are used as hash value. The only restriction
for m is that n − m ≥ m and thus n ≥ 2m. See Menezes et al [4] for a more
detailed description of the used hash algorithm.

The search algorithm implements the protocol described in [1] as summarised
in section 2.1. The program takes the whole cipher text along with the query as
input and produces the 〈i, Ci〉 pairs as output.

3.2 Tree Search Prototype

Like the linear prototype the tree search prototype is split into two parts: one
for encryption and one for searching.

The Encrypt tool uses a SAX parser to read the input XML document.
In one pass over the input, the pre, post and parent values can be calculated.
When an end tag is encountered all the information to encrypt the element is
available. Attributes are handled as tags with a leading @ sign. A new record
〈pre, post, parent, Cpre,tag, Cpre,value〉 is inserted into the relational database,
where Cpre,tag and Cpre,value are calculated as in section 2.2. In our prototype
we use a MySQL database to store the encrypted document.

In contrast with the linear prototype there are no predefined block sizes n
and m. Instead of using a fixed sized block, n is simply set to the length of the
tag name. m is a predefined fraction of n (for example 0.5).

In order to speed up the search process, indices are added to the MySQL
table for the pre, post and parent fields.

The XPath expression is evaluated step by step. Preliminary results are
stored in a result table. Each step consists of two or three sub steps:

1. Carry out the path delimiter (/, //, [ or ]). For this step only the pre, post
and parent fields are needed. For example // (descendants) is translated into
the SQL query:

CREATE TABLE new_result
SELECT data.*
FROM data, previous_result
WHERE data.pre > previous_result.pre AND

data.post < previous_result.post

2. Filter out the records in the preliminary result with the wrong tag/attribute
names. In this step we use the original linear search method.
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3. When the step consists of an equation expression the previous step is re-
peated but now for the value instead of the name.

4 Experimental Data

The two prototypes give us the opportunity to experiment with the parameters
used in the protocol and, more importantly, compare the linear search approach
with the tree search approach. We are especially interested in the influence the
approach and the parameters n and m have on the encryption and search speed.
We used the XML benchmark1 [5] to generate three sample XML files of sizes
1 MB, 10 MB and 100 MB. Although the linear approach does not use the
structure of these XML files the benchmark is used in both cases to compare the
results with the tree search approach.

Also the number of collisions has been measured (see figure 2(a)). Collisions
are the false hits that occur because of the collisions in the hash function F . F
hashes the random value Si of size n−m to a hash value of length m, where n−
m ≥ m. Therefore collisions are unavoidable (collisions are avoidable when n−
m = m and F is bijective, but bijective functions are not good hash functions).

4.1 Experiments with the Linear Search Prototype

For the linear prototype both n and m may be chosen freely. Tests are carried
out ∀n ∈ {8, 16, 24, 32, 40, 48, 56, 64} where these values are the number of bytes
and not bits. Because we use DES in ECB mode for the encryption function
E, we only use multiples of 8 bytes. m should be less than or equal to n

2 so
m ∈ {1, 2, . . . , n

2 } (also in bytes). Measurement results of the 100 MB case are
plotted in figure 2(b). Tests with data inputs of 1 MB and 10 MB showed that
the number of collisions, the search and the encryption times are proportional
to the data size. In our technical report [6] more experimental data is provided.
All tests were carried out on a Pentium IV 2.4 MHz with 512 MB memory.

For the search query a word guaranteed to be in at least one location was
chosen. The search engine does not stop when one occurrence is found; all the
text is scanned for each query.

4.2 Experiments with the Tree Search Prototype

For the tree search prototype the only configurable parameters are m and the
data size. The block length n depends on the tag names and values. Encryption
tests are carried out on the same XML documents as in the linear prototype. In
this case m is relative to n; m ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. The encryption times for
the 1 MB, 10 MB and the 100 MB files were 21.5, 188 and 1195 s and did not
depend on m.

Search tests were carried out with a fixed m = 0.5 because m does not seem
to have much influence. Some queries are shown in table 1. Also the number of
1 http://www.xml-benchmark.org
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Fig. 2. Measurement Results of Linear Search Prototype for the 100 MB Case

elements in the result is shown for each query. All three files have approximately
the same tree depth but have different branch factors (average number of sub
children per element).

Table 1. Search Times Calculated for Search Queries with Different Depth and Branch
Factor

t (ms) t (ms) t (ms) query count count count
1 MB 10 MB 100 MB 1 MB 10 MB 100 MB

1281 1506 1285 /site 1 1 1
1266 1380 1321 /site/regions 1 1 1
1358 1435 1342 /site/regions/asia 1 1 1
1409 1687 2464 /site/regions/asia/item 20 200 2000
1518 2030 4135 /site/regions/asia/item/description 20 200 2000
1376 1591 2442 /site/regions/africa/item/description 5 55 550
1448 2777 9059 /site/regions/europe/item/description 60 600 6000
1455 2098 4577 /site/regions/australia/item/description 22 220 2200
1654 3226 13672 /site/regions/namerica/item/description 100 1000 10000
1336 1817 3028 /site/regions/samerica/item/description 10 100 1000
1398 2382 18530 //* 21048 206130 2048180
3639 21775 191899 //item 217 2175 21750

5 Analysis of the Results

First we will analyse the results of the individual experiments in the first two
subsections. In subsection 5.3 we will compare the linear search approach with
the tree search approach.

5.1 Results from the Linear Search Approach

From the linear search prototype we can conclude the following:
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– As expected the larger the dataset the larger the encryption and search times.
Encryption and search times grow linear in the size of the dataset. Therefore
the protocol does not scale well and can only be used for reasonable small
databases.

– The larger n is the shorter the encryption and search times gets (figure 2(b)).
This can be explained by looking at the number of blocks. The larger n is
the fewer blocks there are. For each block a fixed number of steps is taken.
Most of these steps do not depend on the length of the blocks. Therefore less
time is needed for the whole database.

– Searching is faster than encryption, because fewer operations have to be
calculated for each block.

– The larger n is the fewer collisions occur (figure 2(a)). This can also be
explained by the fewer blocks.

– For a fixed value of n the encryption and search times hardly depend on the
value of m.

– Collisions can be avoided by choosing a sufficiently large value of m. The
largest value for m = n

2 which is also the most optimal one. But also for
m > 2 the number of collisions is negligible.

5.2 Results from the Tree Search Approach

From the tree search prototype we can conclude that:

– The encryption time is linear in the size of the input.
– The search time depends both on the structure of the XML document and

the search query. The search time is of order O(p) where p is the number
of elements to be read. For queries without // this comes down to O(bd)
where b is the branch factor (the average number of sub elements) and d is
the depth in the tree where the answer is found.

5.3 Benefits of using Tree Structure

From the experiments with the linear search method we know that the encryption
time depends on the block size. Therefore, to make a fair comparison between
the linear text search and the tree search, we have to take into account the block
size of the tree search method. We analysed the XML documents and found the
data shown in table 2.

Comparison of the encryption speed in the tree search case (with an average
block size of around 18) with the linear case, shows that the tree encryption is
slightly faster than in the linear case. The reason for this is that there is no need
to encrypt the close tag.

The major benefit of using the tree structure is the increase in search speed.
Only a small part of the whole tree has to be searched. Because the search
time totally depends on the data and the query, a straight comparison between
the linear and the tree case is impossible. However, linear search is of order
O(n) = O(bd), whereas tree searching is of order O(bd).
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6 Conclusions

We have implemented a prototype for the theory described in [1]. We showed
that the search complexity is linear in the size of the text. We have defined
a new protocol for semi-structured XML data that exploits the tree structure.
Experiments with the implementations of both protocols showed that the encryp-
tion speed remains linear in the size of the input, but that a major improvement
in the search speed can be achieved.
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Abstract. One common characteristic of manyPolicy Support Systems(PSSs)
is their dependency on the concept ofhierarchy. Hierarchy does not need to be
limited to a hierarchy of roles (subject centric) as in traditional Role-Based Ac-
cess Control (RBAC). Instead, it can be applied to other aspects ofPSS such as
object, environment, purpose and so on. In this paper, we propose a new general-
ized model forPSS. The model unifies Generalized Role-Based Access Control
(GRBAC) and Enterprise Privacy Practices (E-P3P) policy support systems and
generalizes their hierarchy semantics.
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1 Introduction

Organizations must enforce data protection policies to secure data collected and gen-
erated during their daily operational procedures. At a conceptual level, data protection
polices are expressed as sequences of statements written in a natural language. In the
past, the enforcement of data protection policies was based on manual work or inflexible
mechanisms such as Discretionary Access Control (DAC), Mandatory Access Control
(MAC) models. The emerge of Role-Based Access Control (RBAC) model improved
efficiency of data protection. Unfortunately, RBAC model is still not expressive enough
to efficiently and effectively enforce more sophisticated data protection policies in an
organization. Recently more powerful systems have appeared; Generalized Role-Based
Access Control (GRBAC) [1] and Enterprise Privacy Practices (E-P3P) [2] are repre-
sentatives of such systems.

GRBAC, proposed by Moyer and Ahamad in [1], is an extension of traditional
RBAC. It generalizes the classical concept ofrole through the new concepts such as
subject role, object roleandenvironment role. These concepts are used to structure the
subjects (users), objects (data) and environments (conditions). With these new types of
roles, GRBAC is capable of creating rich access control policies. GRBAC provides an
algorithm to enforce the access control policies defined in the model. E-P3P, developed
by Ashleyet al. in [2], has a well-defined privacy architecture and semantics. It enables
an organization to express its privacy policies in E-P3P format and to enforce the poli-
cies automatically. We shall call these two systems asPolicy Support Systems(PSSs)
because they are designed for expressing and enforcing data protection policies.



A hierarchyis a partial order on a set of elements that defines a seniority relationship
between elements [3]. Hierarchy is not a new concept, it has been extensively studied
in the past.Role hierarchy[4–7] in role-based access control andhierarchyin Flexible
Authorization Framework (FAF) [8] are examples of such studies. Hierarchy semantics
is an inseparable part of hierarchy that defines rules of authorization propagation. Var-
ious hierarchy semantics was defined in GRBAC and E-P3P. However, the hierarchy
semantics defined is either incomplete or incorrect. In this paper, we propose a gener-
alizedPSS model that covers GRBAC and E-P3P. Based on this model, the hierarchy
semantics of GRBAC and E-P3P is analyzed. We propose new hierarchy semantics to
solve the problems encountered in GRBAC and E-P3P.

The organization of the rest of the paper is as follows. Section 2 introduces the con-
cept of hierarchy. A generalizedPSS is proposed in section 3 and hierarchy semantics
of GRBAC and E-P3P is analyzed in section 4. Section 5 presents new hierarchy se-
mantics. Finally, in section 6, we conclude the paper and outline the plans of future
research.

2 Definition of Hierarchy

A mathematical structure calledhierarchywas defined by Jajodiaet al. in [8] as a triple
(X, Y,≤), whereX is the set ofprimitive entities, e.g. a user, an object;Y is the set of
categories, e.g. a group, an object type;≤ is a partial order on(X ∪ Y ) such that each
x ∈ X is aminimal elementof (X∪Y ); an elementx ∈ X is said to be minimal iff there
are no elements below it in the hierarchy, that is iff∀y ∈ (X ∪ Y ) : y ≤ x ⇒ y = x.
This definition is rich enough to capture all hierarchy structures presented in [1, 2]. We
simplify this definition of hierarchy to a two-entry tuple(Y,≤), i.e.H = (Y,≤) where:

• Y is the set of categories, such that a primitive entity is treated as a category of
itself, calledprimitive category. A primitive category contains one primitive en-
tity and the name of the category is the same as the name of the primitive entity.
For example a primitive entityJames Bondbelongs to a primitive category called
James Bond.

• ≤ is a partial order onY such that each primitive category inY is a minimal element
of Y .

In addition, we define the following two binary relations overY . The first binary
relation< describesdescendant-ancestorrelationship between the elements inY . If
yi, yj ∈ Y andyi < yj , yj is said to be the ancestor ofyi; yi is said to be the descendant
of yj . The relationyi < yj is interpreted asyi is in the category ofyj . For an element
yi, a set of all its ancestors is defined asAsetyi = {yk : yk ∈ Y andyi < yk}; a set
of all its descendants isDsetyi = {yk : yk ∈ Y andyk < yi}. The second binary
relation<C describeschild-parentrelationship between elements inY . If yi, yj ∈ Y
andyi <C yj , yj is said to be the parent ofyi; yi is said to be the child ofyj . For an
elementyi, a set of all its parents is defined asPsetyi

= {yk : yk ∈ Y andyi <C yk};
a set of all its children isCsetyi

= {yk : yk ∈ Y andyk <C yi}.
Some of the hierarchies used in practice are listed as follows.Subject hierarchy

GH = (G,≤G) whereG is a set of groups (roles),≤G defines hierarchy relationships
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between groups inG. Object hierarchyTH = (T,≤T ) whereT is a set of types,
≤T defines hierarchy relationships between types inT . Environment hierarchyEH =
(E,≤E) whereE is a set of environments,≤E defines hierarchy relationships between
environments inE. Purpose hierarchyPH = (P,≤P ) whereP is a set of purposes,
≤P defines hierarchy relationships between purposes inP .

3 A Generalized Model of a Policy Support System

It is common for aPSS to define more than one hierarchies. For example, GRBAC
[1] definesGH, TH and EH hierarchies and E-P3P [2] definesGH,TH and PH
hierarchies. Furthermore these systems define some sets of elements, such as the set
of actions, the set of obligations, the set of authorization types etc. In this section, we
define a generalized model which unifies GRBAC and E-P3P.

A generalizedPolicy Support SystemPSS = (H,S,A,R,P), where:

• H denotes a set ofn hierarchiesH1, ...,Hn, n ≥ 1.
• S is a set ofm setsS1, ..., Sm, wherem ≥ 0. The sets defined inS provide ad-

ditional restrictions onPSS; for example the sets of obligations and conditions in
E-P3P system are instances of such sets.S is optional and its existence depends on
the designer of aPSS, e.g. in GRBACS is absent.

• A is a set of actions to be performed on data.
• R is a set of authorization types (rulings).R = {+,−,⊕,ª,¯,⊗}, where+

meanspositive authorization; − meansnegative authorization; ⊕ meansimplicit
positive authorization; ª meansimplicit negative authorization; ¯ meansautho-
rization pendingand⊗ meansno authorization. + and− are used for explicit
authorization assignment through policy rules;⊕ andª are used for authorization
propagation;̄ is used for conflicts resolution;⊗ is used when none of the above
five rulings is applicable.

• P is a set of precedences over policy rules.P = Z, i.e.P is the set of integers that
determines precedence orders over a set of policy rules; the greater number denotes
the higher precedence.P is also optional; the absence ofP means that all policy
rules have the same precedence.

The elements of the above five parts are used as basic units to form policy rules. The
collection of all the policy rules in aPSS is a policy rule set, denoted asΓ . A policy
rule γ ∈ Γ is a tuple(γH1 , ..., γHn , γS1 , ..., γSm

, γA, γR, γP) where

• γHi
∈ Hi or γHi

= null (i.e. nothing is specified forγHi), wheren ≥ i ≥ 1.
• γSi ∈ Si or γSi = null, wherem ≥ i ≥ 0.
• γA ∈ A is the action entry that specifies the action to be performed.
• γR ∈ {+,−} is the ruling entry that specifies either positive or negative authoriza-

tion.
• γP ∈ P is the precedence ofγ.
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It is possible to show that the model defined above “includes” GRBAC [1] and
E-P3P [2]. A GRBAC system is a triple(H,A,R), whereH = {GH,TH, EH}
(GH is subject hierarchy,TH is object hierarchy andEH is environment hierar-
chy). A GRBAC policy rule [1] is a tuple(S,O, E, op, permission bit), whereS ∈
GH, O ∈ TH, E ∈ EH, op ∈ A andpermission bit∈ {+,−}. There is no prece-
dence over GRBAC policy rules, hence the setP is absent. An E-P3P system is a tuple
(H,S,A,R,P), whereH = {GH,TH, PH},S = {O, C} (GH is subject hierarchy,
TH is object hierarchy,PH is purpose hierarchy,O is the set of obligations andC is
the set of conditions). An E-P3P policy rule [2] is a tuple(i, t, p, u, r, a, o, c), inside
which i ∈ P, t ∈ TH, p ∈ PH, u ∈ GH, r ∈ {+,−}, a ∈ A, o ∈ O andc ∈ C.

According to the definition of a policy rule, anaccess requestα can be expressed
asα = (αH1 , ..., αHn , αS1 , ..., αSm , αA) whereαHi ∈ Hi or αHi = null, n ≥ i ≥ 1;
αSi ∈ Si or αSi = null, m ≥ i ≥ 0; αA ∈ A. A set of policy rulesΓα is used
to validateα, whereΓα ⊆ Γ . All policy rules in Γα are calledmatching rulesof α.
Matching rules must satisfy the following properties:

• ∀γ ∈ Γα, αHi ≤ γHi , wheren ≥ i ≥ 1.
• ∀γ ∈ Γα, γSi = αSi , wherem ≥ i ≥ 0.
• ∀γ ∈ Γα, γA = αA.

The validation ofα in Γα consists ofn sub-validations fromαH1 to αHn
. That is,

∀αHi
∈ α wheren ≥ i ≥ 1, αHi

needs to be validated according to the matching rule
setΓα whetherαHi

is authorized forαA. If and only if all of these hierarchy elements
are authorized forαA, α is granted.

∀γ ∈ Γα, whereγ = (γH1 , ..., γHn
, γS1 , ..., γSm

, γA, γR, γP), we can assign a
tuple (γR, γP) to γH1 , ..., γHn

. An authorizationof an elementy ∈ H is a tuple
(ruling, precedence) inside whichruling ∈ R, precedence ∈ P; it is denoted as
Ai

y wherei is the index of the authorization. Due to the optional property ofP, the
precedence entry of an authorization is also optional. The ruling entry ofAi

y is denoted
asAi

y.ruling and the precedence entry ofAi
y is denoted asAi

y.precedence. We call
an authorization explicitly defined by policy rulesexplicit authorization; obviously for
an explicit authorizationA, A.ruling ∈ {+,−}. Authorization may also be derived by
hierarchy semantics, we call a derived authorizationimplicit authorization; for an im-
plicit authorizationA, A.ruling ∈ {⊕,ª}. If an explicit authorizationA1

yi
of yi ∈ H

propagates toyj ∈ H, thenA1
yi

is converted to an implicit authorizationA1
yj

by the
following processes: ifA1

yi
.ruling = +, thenA1

yj
.ruling = ⊕; if A1

yi
.ruling = −,

thenA1
yj

.ruling = ª; A1
yj

.precedence = A1
yi

.precedence.
Here is an example of assigning explicit authorizations, assumeΓα = {γ1, γ2};

γ1 = (..., γ1Hi , ..., read, +, 1), γ2 = (..., γ2Hi , ..., read,−, 2), whereγ1Hi = γ2Hi =
y ∈ Hi; thenA1

y = (+, 1), A2
y = (−, 2). Two authorizationsAi

y, Aj
y are inequable

if either Ai
y.ruling 6= Aj

y.ruling or Ai
y.precedence 6= Aj

y.precedence holds. When
an element of a hierarchy has more than one inequable authorizations, conflicts arise.
Our system provides methods of conflicts resolution, calledauthorization precedence
policy. In our system, conflicts can be solved eithermanuallyor automatically. For a
hierarchyHi = (Yi,≤i), theSystem Security Officer(SSO) defines amanual resolution
setMRi ⊆ Yi. If an elementy ∈ MRi has authorization conflicts, we assigny with
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the authorization(¯, ). In this case, the decision of the access requestα that causes the
conflicts will be pending until the conflicts are manually solved by SSO. If an element
y ∈ Yi \ MRi has authorization conflicts, these conflicts are solved automatically by
the following rules.

• ¯ authorizations are with the highest precedence;⊗ authorizations are with the
lowest precedence. There are no maximum and minimum integers inZ, hence the
precedence entries of these two types of authorizations are absent. An authorization
with higher precedence overrides authorizations with lower precedences.

• If the precedences are the same,denies-take-precedencewill apply. The priority
order is:−,ª, +,⊕. An authorization with higher priority order overrides autho-
rizations with lower priority orders.

Our authorization precedence policy is very flexible. Authorization pending gives
SSO opportunities to review authorization conflicts. By doing that, SSO may find bugs
of Γ and give user better response. After we perform all authorization derivations and
conflicts resolutions onHi, Hi’s final authorization stateis obtained, where∀y ∈ Hi,
y has afinal authorizationFAy that is not conflicting. The result of the sub-validation
of αHi

is FAαHi
.ruling. The decision ofα is processed as follows.

• If ∀FAαHi
.ruling = + (or⊕) wheren ≥ i ≥ 1, thenα is approved.

• If ∃FAαHi
.ruling = − (orª or⊗), thenα is denied.

• If α is not denied and∃FAαHi
.ruling = ¯, thenα is pending.

4 Hierarchy Semantics of GRBAC and E-P3P

Hierarchy semantics defines rules of authorization propagation. In this section, the hi-
erarchy semantics of GRBAC and E-P3P is depicted.

4.1 Hierarchy Semantics of GRBAC

The hierarchy semantics in GRBAC [1] is defined bypermission inheritance. There are
three types of permission inheritances:standard, strict and lenient. Suppose we have
an access requestα = (αGH , αTH , αEH , αA), whereαGH = y4 ∈ GH, denoted as
GH.y4, αTH = TH.y5 andαEH = EH.y2. Here we utilize the validation ofGH.y4

to illustrate the semantics of the three types of permission inheritances.

• Standard permission inheritance:
If ∃yi ∈ AsetGH.y4∪{GH.y4} such thatFAyi

.ruling = + and¬∃yj ∈ AsetGH.y4∪
{GH.y4} such thatFAyj .ruling = −, thenGH.y4 is authorized forαA. Other-
wise, it is not authorized forαA.

• Lenient permission inheritance:
If ∃yi ∈ AsetGH.y4 ∪ {GH.y4} such thatFAyi

.ruling = +, thenGH.y4 is
authorized forαA. Otherwise, it is not authorized forαA.

• Strict permission inheritance:
If ∀yi ∈ AsetGH.y4 ∪ {GH.y4} such thatFAyi .ruling = +, thenGH.y4 is
authorized forαA. Otherwise, it is not authorized forαA.
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Fig. 1. Example object hierarchyTH

An example below illustrates the hierarchy semantics of GRBAC. Consider the
object hierarchyTH shown in figure 1; there are 9 elements inTH, among which
jingle.mp3 (y8) is a primitive category that is a child ofclassified file(y4) andMP3
file (y7). Now there is an access requestα from useru (we assumeu is y6 in GH) to
readjingle.mp3 (TH.y8) under environmente (we assumee is y1 in EH), i.e. α =
(GH.y6, TH.y8, EH.y1, read). The policy rule setΓ = {γ1, γ2}; γ1 = (GH.y6, TH.y4,
EH.y1, read, +), γ2 = (GH.y6, TH.y7, EH.y1, read, +). Obviously, the matching
rule setΓα = Γ . According to GRBAC hierarchy semantics, we can derive thatu can
readjingle.mp3 if standard or lenient permission inheritance is applied;u cannot read
it if strict permission inheritance is applied.

The original intention of strict permission inheritance is to restrict accesses to the
elements in the category of sensitive/vulnerable categories defined by SSO. GRBAC’s
strict permission inheritance is trying to fulfill this intention. However this definition
is too strict to be practical. In the example above, useru is explicitly authorized to
read bothclassified fileandMP3 fileand there is no policy rule disallow these accesses
(as shown in the exampleΓ above). In this case, even if we are very strict, useru
should have read access tojingle.mp3, which is a child ofclassified fileandMP3 file.
GRBAC will deny this access because GRBAC’s strict permission inheritance requires
the requested element and all its ancestors to be explicitly authorized for the access;
obviously this is too strict. If a system deploys this strict permission inheritance, few
access requests can be granted.

4.2 Hierarchy Semantics of E-P3P

In E-P3P, an access requestα is processed in the following two steps [2]. The first
step creates a set of preliminary authorization rulesPA; PA is a rule set defined as the
union ofΓ andDΓ , whereDΓ contains all rules derived fromΓ by using the hierarchy
semantics defined in this system. The second step processes access requestα according
to PA.

141



The hierarchy semantics of E-P3P is defined as follows [2]:

• Down-inheritance: For each rule(i, t, p, u, r, a, o, c) ∈ PA, for every(t′, p′, u′)
such thatt′ ≤T t, p′ ≤P p, andu′ ≤G u, a tuple(i, t′, p′, u′, r, a, o, c) is added to
PA.

• Up-inheritance of deny (negative authorization): For each rule(i, t, p, u,−, a, o, c) ∈
PA, for every (t′, p′, u′) such thatt ≤T t′, p ≤P p′, and u ≤G u′, a tuple
(i, t′, p′, u′−, a, o, c) is added toPA.

In this system, if contradicting policy rules coexist,denies-take-precedencewill be
applied to remove contradicting policy rules with lower precedences fromPA.

We can identify two problems existing in this system. The first problem is that the
concept ofpermission inheritanceis omitted. As a consequence, the system is not flex-
ible in practice. For example, it provides no mechanism for enforcingstrict permission
inheritance. The second problem is that the definition ofup-inheritance of denyis rea-
sonless. The first problem is apparent; here we will give an example that reveals the sec-
ond problem. Following the semantics ofup-inheritance of deny, some reasonable re-
quests from users are denied. Let us consider the following scenario. There is a primitive
categoryBMW ad.wav (TH.y9 in figure 1) in the category ofmultimedia(TH.y2 in fig-
ure 1), besides we assume thatGH.y6 is useru andPH.y3 is a purpose. There are two
policy rules inΓ , i.e.Γ = {γ1, γ2}; γ1 = (1, TH.y7, PH.y3, GH.y6,−, read, null, null),
γ2 = (1, TH.y2, PH.y3, GH.y6,+, read, null, null). Now there is an access request
from useru: α = (TH.y9, PH.y3, GH.y6, read, null, null); i.e. useru requests to
readBMW ad.wav for the purpose ofPH.y3 with no specified condition and obligation.
BecauseTH.y7 ≤T TH.y2 (see figure 1),PH.y3 ≤P PH.y3 andGH.y6 ≤G GH.y6,
following up-inheritance of deny, there will be a policy ruleγ3 derived fromγ1: γ3 =
(1, TH.y2, PH.y3, GH.y6,−, read, null, null), that is useru is not allowed to read
multimediafor the purpose ofPH.y3. ThenPA = Γ ∪ {γ3}, i.e.PA = {γ1, γ2, γ3}
(here we skip other derived rules). The two policy rulesγ2 andγ3 are contradicting
policy rules. Because of denies-take-precedence, the ruleγ2 will be removed fromPA,
now PA = {γ1, γ3}. The system will validateα according toPA = {γ1, γ3}, hence
according toγ3, useru’s requestα is denied.

5 Solution

This section presents the hierarchy semantics defined in our generalizedPSS. The
semantics described below eliminates the problems mentioned in section 4 and extends
the hierarchy semantics of GRBAC and E-P3P.

5.1 Hierarchy Semantics

Our interpretation of the concept of hierarchy is such that the relationship between a
descendant element and its ancestor element isin the category of. The common ratio-
nale is that when an authorization is applied on an ancestor element (superior category),
this authorization may also be applied to its descendant elements (inferior categories)
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implicitly. As a consequence, authorizations propagate downwards (¯ and⊗ authoriza-
tions do not propagate; the termauthorizationin this sub-section denotes authorizations
other than̄ and⊗ authorizations). We only consider authorization propagations be-
tween parents and children here; any complex authorization propagation is an aggrega-
tion of such simple propagations. In a hierarchy, two different types of elements must
be clearly distinguished.Pure elementis an element that has only one parent;hybrid
elementis an element that has more than one parents. Based on these two types of ele-
ments, two different situations of down-propagation of authorizations can be identified.

• If a child is a pure element, all authorizations of its parent propagate down.
• If a child is a hybrid element, the hierarchy semantics is complicated. There are

many options that represent different strictness of authorization propagation. These
options are listed as follows.
(a) Strict down-propagation: SSO defines a combination of elements calledStrict

Combination(SC). For a childy, if ∃yj ∈ Psety such thatyj ∈ SC, then
the authorization propagation fromy’s parents toy will follow the semantics
of strict down-propagation. We define a setSCy = {yi : yi ∈ Psety and
yi ∈ SC}. The semantics of strict down-propagation is as follows.

i. All (implicit) negative authorizations of elements inPsety\SCy propagate
down toy; all other authorizations of elements inPsety propagate down
to y iff ∀yi ∈ SCy such thatFAyi

.ruling = + (or⊕).
(b) Lenient down-propagation: SSO defines a combination of elements calledLe-

nient Combination(LC). For a childy, if ∃yj ∈ Psety such thatyj ∈ LC
and¬∃yk ∈ Psety such thatyk ∈ SC (for security concern, strict down-
propagation overrides lenient down-propagation), then the authorization propa-
gation fromy’s parents toy will follow the semantics of lenient down-propagation.
We define a setLCy = {yi : yi ∈ Psety andyi ∈ LC}. The semantics of
lenient down-propagation is as follows.

i. If ¬∃yi ∈ LCy such thatFAyi
.ruling = + (or ⊕), all authorizations of

elements inPsety propagate down toy.
ii. If ∃yi ∈ LCy such thatFAyi

.ruling = + (or ⊕), all authorizations of
elements in{yk : yk ∈ Psety andFAyk

.ruling = + (or⊕)} propagate
down toy.

(c) Standard down-propagation: For a childy, if ¬∃yj ∈ Psety such thatyj ∈ LC
and¬∃yk ∈ Psetv such thatyk ∈ SC, then the authorization propagation
from y’s parents toy will follow the semantics of standard down-propagation.
The semantics of standard down-propagation is as follows.

i. All authorizations ofy’s parents propagate down toy.

The semantics described above generalizes the hierarchy semantics in GRBAC and
E-P3P.The strict permission inheritance defined in GRBAC (section 4.1) is a special
case of our definition of strict down-propagation where∀yi ∈ Psety, yi ∈ SC. The
lenient permission inheritance defined in GRBAC (section 4.1) is a special case of our
definition of lenient down-propagation where∀yi ∈ Psety, yi ∈ LC. The proposed
hierarchy semantics also eliminates the questionable semantics in GRBAC and E-P3P. If
our strict down-propagation is applied in the examples shown in section 4.1 and section
4.2, the reasonable access requests will be approved. The semantics of up-inheritance
of deny (section 4.2) is incorrect; hence in our hierarchy semantics it is not included.
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5.2 Scenarios of the Use of Hierarchy Semantics

This section shows some examples of using the hierarchy semantics defined in this
paper. In these examples, we assume authorization conflicts are resolved automatically.
Due to limited space, the examples of down-propagation to a pure element and standard
down-propagation are not included in this paper.

Fig. 2. Example strict down-propagation of object hierarchy

Figure 2 shows two examples of strict down-propagation. In the first example, a
primitive categoryjingle.mp3 (y3) enters two categories:classified file(y1) andMP3
file (y2). In this case, SSO wants to be strict to accesses to elements entering category
y1. SSO definesSC = {y1}. BecauseFAy1 .ruling = +, FAy1 propagates down
to y3: A1

y3
= (⊕, 1). A1

y3
is the only authorization thaty3 has, henceFAy3 = A1

y3
.

In the second example, a primitive categoryJack′s credit history (y3) enters two
categories:sensitive information(y1) andprivate information(y2). SSO wants to be
strict to accesses to elements enteringy1 or y2. SSO definesSC = {y1, y2}. Because
FAy1 .ruling = + andFAy2 .ruling = +, FAy1 andFAy2 propagate down toy3.
After conflict resolution,FAy3 = (⊕, 2).

Fig. 3. Example lenient down-propagation of object hierarchy

An example of lenient down-propagation is shown in figure 3. SSO wants to be
lenient to those who are allowed to accessemergency information(y1), becauseemer-
gency informationis often related to vital event. SSO definesLC = {y1} and we
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assumeSC = ∅. Then even if the other parenty2 of patient allergic history(y3) is
denied access,y3 is still accessible to those who are allowed to accessy1.

6 Conclusion and Future Work

PSSs are capable of expressing and enforcing rich data protection policies. GRBAC
and E-P3P are representatives of such systems. In GRBAC and E-P3P, hierarchy is an
important and widely used concept. Being an inseparable part of hierarchy, hierarchy
semantics defines rules of authorization propagation. In this paper, we have proposed
a generalizedPSS that covers GRBAC and E-P3P. Based on this generalizedPSS,
we analyze the hierarchy semantics used in GRBAC and E-P3P. We point out errors
and limitations of GRBAC and E-P3P hierarchy semantics. Finally, we present new
hierarchy semantics to address the problems discovered.

In the future, the following research work interests us:

• finding more useful hierarchy semantics.
• investigating efficient access request processing mechanisms.
• reviewing other related work such as access control for XML document etc.
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Abstract. The increase in security breaches in the last few years and the need to insure 
information assets has created an intensified interest in information security and risk within 
organizations. However, very little is known of the financial impact and the risk associated with 
the various types of security breaches. This article reports the impact of virus attack 
announcements on the market value of affected companies over a period of 15 years. The study 
was conducted using event study methodology. The results show that in general the market 
does not penalize companies that experience such an attack. 
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1   Introduction 

Information Systems (IS) risk is a top concern for organizations [33]. These concerns 
are due to the fact that the consequence of a security breach can be detrimental to a 
company’s financial performance [13]. Thus, security strategies revolve around the 
act of a security breach (or an attempt at one) and the need to minimize the financial 
loss resulting from such a breach. Gordon et al. [15] proposed a framework to manage 
cyber-risk. The antecedent activities involve the assessment of the risk involved in a 
security breach. Subsequent steps involve the preventive measures necessary to avert 
such an attempt. These measures are divided into technical or procedural measures 
(i.e., access control, firewalls) and financial measures (such as buying cyber 
insurance). The final step entails the maintenance of accepted level of risk.  

The majority of current research on information security focuses on the preventive 
measures required for reducing cyber-risk. There is a large body of research that 
describes the technical aspects of security [14] such as encryption and secure 
communications, access control, and intrusion detection. This research can help 
managers select the technical preventive measures that best fit their organizational 
needs. Similarly, research addressing the behavioral aspects of security breaches (e.g., 
[37]) can help managers understand procedural preventive measures. However, there 
is a relatively small but growing body of academic research that can help managers 
assess the economic threats and financial vulnerabilities caused by information 
security breaches (for examples see [11, 14, 20, 26]). The goal of this paper is to add 
to this body of knowledge by assessing the financial impact of virus attack 
announcements on attacked companies. 

In the following section, we describe the reasons for choosing market value as a 
measurement of the economic impact of security breaches. Section 3 describes the 



characteristics of virus attacks and defines them as unexpected events. Section 4 
introduces the financial measures of unexpected events. In Section 5, we detail the 
methodology used. In section 6, we introduce and analyze the study’s results. In 
section 7, we discuss the results, the study’s limitations, and future research. 

2   Market Value 

The economic impact of security breaches is of interest to companies trying to decide 
where to place their information security budget [15]. As the characteristics of 
security breaches change, companies continually reassess their IS environment for 
threats [23]. In the past, Chief Information Officers (CIOs) have relied on FUD – fear, 
uncertainty, and doubt – to promote IS security investments to upper management. 
Recently, some insurance companies have created actuarial tables that they believe 
provide ways to measure losses from computer interruptions and hacker attacks [34]. 
However, these estimates are questionable mostly due to the lack of historical data 
[15]. Some industry insiders confess that the rates for such plans are mostly set by 
guesswork [2]. As cited in Gordon et al., [15](p. 82): “These insurance products are 
so new, that the $64,000 question is: Are we charging the right premium for the 
exposure?” Industry experts cite the need for improved return on security investment 
(ROSI) studies that could be used by the organization to justify investments in 
security prevention strategies. However, assessing the financial loss from a potential 
IS security breach is a difficult step in the risk assessment process for the following 
reasons: 

1. Many organizations are unable or unwilling to quantify their financial losses due to 
security breaches (for additional information see [32]) 

2. Lack of historical data. Many security breaches are unreported. Companies are 
reluctant to disclose these breaches due to management embarrassment, fear of 
future crimes [19], and fear of negative publicity [31]. Companies are also wary of 
competitors exploiting these attacks to gain competitive advantage [31]. 

3. Additionally, companies may be fearful of negative financial consequences 
resulting from public disclosure of a security breach [16]. 

Justifying investments in IS security using ROSI measures is difficult to accomplish. 
If the security measures work, the number of security incidents is low and there are no 
measurable returns. Accounting based measures such as ROSI are also limited by the 
lack of time and resources necessary to conduct an accurate assessment of financial 
loss when companies’ IT resources are devoted to understanding the latest 
technologies and preventing future security threats [25].  In addition, potential 
intangible losses such as “loss of competitive advantage” that result from the breach 
and loss of reputation [8] are not included in ROSI measures because intangible costs 
are not directly measurable. Therefore, there is a need for a different approach to 
assess the economic impact of security breaches. One such approach is to measure the 
impact of a breach on the market value of a firm. A market value approach captures 
the capital market’s expectations of losses resulting from the security breach. This 
approach is justifiable because often companies are impacted more by the public 
relations exposure than by the attack itself [16]. Moreover, managers aim to maximize 
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a firm’s market value by investing in projects that either increase shareholder value or 
minimize the loss of shareholder value. Therefore, in this study we elected to use 
market value as a measure of the economic impact of security breach (virus attack) 
announcements on companies. In the following section we define a security breach as 
an unexpected event and discuss the characteristics of virus attacks.  

3   Virus Attacks and their Reported Impact 

An IS security breach is a violation of an information system’s security policy. While 
security has long been a concern for IS managers, reports of serious security breaches 
have become more frequent in today’s networked environment. The explosion of the 
World Wide Web (WWW) and the subsequent growth of e-commerce increase the 
exposure of organizations to external security breaches. Evidence of the current state 
of Internet security can be found in a recent CSI/FBI Computer Crime and Security 
Survey [32]. In the last four years, Internet connectivity has been cited as the primary 
source of attacks (78%). The most commonly reported security breaches are virus 
attacks [32]. Virus attacks reportedly cause billions of dollars in damage and have 
been accelerating in their scope and severity. Thus, we selected to study the financial 
impact of virus attacks as an upper bound exemplar of security breaches.  

A virus is a small piece of self-replicating computer code that attaches itself to a 
larger, legitimate program [27]. While acknowledging the potential existence of 
harmless or even productive viruses (as described in [7]), the discussion in this paper 
is limited to viruses that are created with the purpose of causing damage. Early 
viruses were static pieces of code that copied themselves from program to program or 
diskette to diskette [29]. These viruses were easily contained – causing limited 
damage. Today’s viruses are significantly more complex, which makes detection and 
removal more difficult. The most common types of viruses include macro viruses, e-
mail viruses, trojan horses, and worms. In our discussion we term them all viruses.  

While the threat of viral attacks was evident in the early 1980s, the first widely 
seen viruses did not occur until later in the decade. By 1988, virus attacks against 
IBM PCs, Apple II computers, and Macintosh computers had been reported [17]. The 
emergence of computer networks and the Internet in particular has created a new 
means for spreading computer viruses. Robert Morris is responsible for the first 
known viral attack against the Internet [35], which infected nearly 6,200 individual 
machines (about 7.3% of the Internet’s computers at the time) and caused 8 million 
hours of lost access and an estimated $98 million in losses [26]. Since the Robert 
Morris worm, the Internet has been the victim of numerous viral attacks (such as 
Jerusalem, Chernobyl, and Michelangelo). However, until the mid 1990’s access to 
the Internet was limited by the “Acceptable Usage Agreement”, thus limiting the 
potential impact of virus attacks. Only after the commercialization of the Internet in 
1994 was the Internet available to the general public, leading to an increasing number 
of virus attacks that infected a large number of commercial organizations and caused 
accelerated financial damage. For example, in March 1999, the Melissa virus forced a 
number of large companies to shut down their e-mail systems, causing an estimated 
$80 million in damages [5]. In May 2000, the LoveLetter worm (i.e., the I Love You 
virus) caused an estimated $100 million in damage by infecting some 1.27 million 
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computer files worldwide, with nearly 1 million in the United States [18]. In July 
2001, the Code Red worm spread at an unprecedented rate, doubling its infestation 
rate every 37 minutes, eventually infesting over 350,000 hosts [28] and causing an 
estimated $2 billion in damage [30]. In January 2003, the Slammer worm infected 
about 90% of all vulnerable hosts on the Internet [28]. In August 2003, the Blaster 
worm affected nearly 500,000 computers in its first week [6]. ICSA labs estimated 
remediation costs (including hard, soft, and productivity costs) of $475,000 per 
company for the Blaster worm. 

4   Financial Impact of Unexpected Event 

Following the taxonomy of computer security incidents developed by Howard and 
Longstaff [21], a virus attack can be classified as a single computer and network 
security event involving an action directed against a specific target. In this case, the 
action is a virus attack and the target is a particular computer or a network of 
computers. Within the taxonomy, not all events are considered likely or even possible 
to occur. Therefore, we consider an Internet security breach (such as a virus attack) to 
be a negative computer security event that is not expected to occur on a regular basis. 
Prior research has assessed the financial impact of various unexpected events using 
both market-based measures and accounting-based measures of performance. 
However, the more popular research approach has been the event study. The event 
study examines the stock market reaction to the public announcement of a particular 
event and is based on the efficient market hypothesis [10]. According to the semi-
strong form of the efficient market hypothesis, the market price of a firm fully reflects 
all publicly available information [12]. Therefore, an abnormal stock return associated 
with an unexpected event should be observed and measurable if the event has 
information content [22]. Previous research suggests that public news of an event that 
is generally seen as negative will cause a drop in a firm’s stock price (e.g., [1]). 
Sprecher and Pertl [36] found that firms experiencing a loss from a catastrophic event 
sustained an immediate adverse effect on their stock price. Overall, prior studies of 
negative, unexpected events indicate that the market penalizes announcing firms in 
the first few days following the public disclosure of the negative event. However, it is 
unclear if firms suffer similar penalties following an announcement of a virus attack.     

Despite the impact of IS security breaches on organizations and the heavy financial 
impact reported in trade magazines, there have been very few academic studies on the 
topic. Ettredge and Richardson [11] assessed the market risk associated with 
electronic commerce (e-commerce) activity. They performed a study to measure the 
spillover effect in the stock market response to a series of Denial-of-Service (DOS) 
attacks against several of the best-known Websites in February 2000. Results showed 
that investors do perceive risk in e-commerce activities as the DOS attacks had a 
larger negative spillover market impact on Internet firms than on non-Internet firms. 
Hovav and D’Arcy [20] found that DOS attacks have little effect on the market value 
of attacked companies. However, these attacks have a larger impact on E-commerce 
companies whose core business depends on their Web presence than on non-Internet 
specific companies. McAfee and Haynes [26] conducted the only study to estimate 
the impact of virus attacks. They calculated the damage of the Robert Morris worm 
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using accounting-based measures including direct programmer costs, indirect labor 
and burden costs, and indirect costs such as lost machine down time and user lost 
access time. Given the increase in the number of virus attacks over the last 15 years 
and the increase in their severity, it is imperative to evaluate the economic impact of 
these attacks. As described above, prior research found that public announcements 
that contain negative information cause an abnormal drop in the stock value of 
affected companies. Therefore, we anticipate that virus attack announcements will 
have a negative impact on the stock value of attacked companies.  

H1: An announcement of a virus attack of a company j will result in negative 
abnormal returns on stock j for the day of the announcement. 

Traditional event studies look at the distribution of the cumulative standardized 
abnormal returns (CSAR) of all affected companies. The virus attacks are expected to 
have a negative impact on the CSAR of the sample (i.e., the total of the actual returns 
<< total expected returns).  

H2: The cumulative standardized abnormal returns for the entire sample during the 
event period are significantly negative.  

The following section depicts the methodology used. The data collection and 
analysis conform to the conventional procedures used in event studies.  

5   Methodology 

A procedure for sample selection similar to the method used by Subramani and 
Walden [38] and Im et al. [22] was followed in this study. We collected data on virus 
attacks using a search of business news in the Lexis-Nexis database. The search 
consisted of all public announcements of virus attacks between 1988 and 2002 
resulting in 224 announcements. The initial list was then refined and evaluated based 
on the following criteria:  

1. Only announcements by firms publicly traded on either the New York Stock 
Exchange (NYSE) or the NASDAQ stock exchange were included. 

2. Announcements that might be confounded by other key firm notices such as 
mergers, acquisitions, earnings, stock splits, dividends, etc. within five days of the 
virus attack announcement were excluded. 

3. To remove event day uncertainty [9], we triangulated our Lexis-Nexis search 
results with additional Web searches and information from financial publications. 

For individual firms’ stock market data, we relied on the database of the Center for 
Research in Security Prices (CRSP). We included in the sample only virus attack 
announcements for which stock return data was available. These sampling criteria 
yielded 186 virus attack announcements (events). The impact of announcements of 
virus attacks on common stock prices is computed using event study methods 
commonly employed in the accounting and finance literature [10]. The event of 
interest in this study is the public announcement of a virus attack by either the 
attacked firm or some other media outlet. If an announced virus attack contains new 
information, it should cause the markets to revalue the firm. Determining whether 
these events affect a firm’s stock price requires that we estimate what the firm’s stock 
price would have been had there been no announcement. We then calculate the 
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standardized abnormal returns. Under the null hypothesis of zero expected abnormal 
returns, Z is approximately unit normally distributed (see [24]). For a more detailed 
discussion of analytical techniques employed in event studies, see Campbell et al. [4]. 

6   Analysis and Results 

To test hypothesis 1, we calculated the mean abnormal return for each individual 
company, analyzed the results, and assessed the impact. Table 1 summarizes our 
findings. Overall, the results indicate that the virus announcements did not result in 
negative abnormal returns over any of the five event periods for our sample of 
attacked companies, as the mean abnormal return for each event period was positive. 
Thus, hypothesis 1 was not supported. However, there is partial support for 
hypothesis 1 as almost half of the firms experienced negative abnormal returns (Table 
1) for a period of 25 days after the announcement.  

 

Table 1.  Mean Abnormal Returns and Number of Negative Returns for Attacked Companies  

Event 
Windows 

Mean Abnormal 
 Return 

Median Abnormal 
 Return 

Number of Negative 
 Abnormal Returns 

    
[ 0, 0 ] 0.0032 0.0019 79 (42%) 
[ 0, 1 ] 0.0029 0.0010 81 (44%) 
[ 0, 5 ] 0.0013 0.0016 79 (42%) 

[ 0, 10 ] 0.0012 0.0013 82 (44%) 
[ 0, 25 ] 0.0005 0.0007 84 (45%) 

 
To test hypothesis 2, we calculated the CSAR for the entire sample. Table 2 lists 

the mean CSAR for each event window as well as the results of the z-tests to test the 
significance of the CSAR. Average CSARs for each of the event periods are positive, 
indicating that the virus attack announcements did not result in lower abnormal 
returns for the sample over any of the time periods. These results are contrary to what 
was expected, and therefore we reject hypothesis 2.  

Table 2.  Cumulative Standardized Abnormal Returns (CSAR) for Attacked Companies  

Event Windows Mean CSAR Z-value* 
   

[ 0, 0 ] 0.1196 1.6317 
[ 0, 1 ] 0.0787 1.0730 
[ 0, 5 ] 0.0554 0.7550 
[ 0, 10 ] 0.0380 0.5183 
[ 0, 25 ] 0.0134 0.1829 

* Z- statistic to compute the significance of the average abnormal return over each event period 
under the null hypothesis that the average abnormal return is zero. 
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To further test hypothesis 2, we divided the virus announcements into industry sub-
samples by the SIC (Standard Industrial Classification) code of the attacked company. 
Similar results were found analyzing the sample by industry (i.e., there is no industry 
impact on the results of the analysis). These results are displayed in Appendix A.  

7   Discussion  

Overall, the above results did not demonstrate that there is a significant impact of 
virus attack announcements on the share price of the attacked companies. Mean 
abnormal returns were positive for each of the event periods studied. In addition, 
CSARs were not significantly negative (for the total sample or by industry) over any 
of the five event periods, whereas viruses were associated with negative stock returns 
for about 44 - 45% of the attacked companies. These unexpected findings are 
contradictory to the increasing financial impact reported by trade magazines and may 
be due to one of the following: (1) the market anticipates the virus attacks and 
incorporates the projected losses into the stock value of companies; or (2) there is 
little awareness in the general public as to the real damage caused by virus attacks, 
thus the market does not react to such announcements; or (3) the financial damage 
reported in trade magazines is inflated and the above market analysis reflects a more 
rational view of the actual damages.  

Our findings demonstrate that the market does not penalize firms when they are 
exposed to virus attacks which results in little incentives for managers to demand 
improved security in current Information Systems (i.e., trustworthy computing) from 
IT vendors1. This also supports Blumenthal’s [3] assertion that IT vendors take little 
action to increase information technology security due to lack of demand from their 
users. Thus, the assumption that market forces can be used as means to control 
security breaches and to increase the trustworthiness of computer systems might be 
false.  

The above discussion suggests the need for further research in this area. First, there 
is a need to better understand the actual economic and financial impact of security 
breaches and their reflection on the market. Second, it is unclear if other types of 
attacks will have a more significant impact on shareholders’ value. For example, 
recent legislation places legal liability on companies that expose private information 
to unauthorized entities (e.g., HIPAA, California’s Database Breach Notification 
Security Act –SB 1386). Liability lawsuits may introduce new costs that could be 
perceived (by the market) as more substantial than the cost to recover from a virus 
attack. Therefore, it is possible that security breach announcements that involve the 
exposure of private information will result in more significant negative abnormal 
returns. Taxonomy of security breaches and the extent of their impact will allow 
managers to concentrate their efforts and allocate security budgets towards breaches 

                                                           
1 For example, Microsoft’s trustworthy computing initiative is estimated to cost $200 million 

and already delayed the launch of Server 2003 by several months. These additional costs will 
ultimately be transferred to the customer. Given that virus attacks do not reduce shareholder 
value, managers will have little incentive to demand increased security from IT vendors, 
which will only increase firms’ IT costs.  
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that have larger effect. Third, there is a need to understand the impact of viruses on IT 
vendors and the factors that will drive the IT industry to create more secure 
information systems. In addition, future research can examine the impact of virus 
attacks on small and private organizations that may not have the resources to quickly 
recover from such attacks.  

This study has several limitations. First, our sample contained two time clusters 
involving the Melissa virus in March 1999 and the LoveBug virus in May 2000. Time 
clusters can increase the significance of the results [9]. We repeated the analyses 
without the announcements involving these two virus events and the overall results of 
the study did not change. Second, the sample consists of only publicly traded 
companies. Therefore, the results cannot be generalized to non-publicly traded 
companies. Finally, many of the attacks caused a short downtime. Therefore, it is 
possible that the stock value was down during the day but closed normal once the 
problem was fixed and the affected systems were functioning again. This is referred 
to as intra-day stock movement.   

8   Conclusions 

Reports of security breaches in the popular business press suggest that computer 
viruses cause substantial financial damage to attacked companies. In this paper, we 
assessed the impact of virus announcements on attacked companies over a period of 
15 years using event study methodology. Our results indicate that in general the 
market does not penalize companies who are victimized by virus attacks. These 
results are contradictory to findings in prior research, which indicates that the market 
penalizes companies involved in events containing negative information. These 
results also suggest that market forces cannot be used as a means of controlling 
security breaches nor can they be used to entice IT vendors to increase the 
trustworthiness of computer systems. Further research is required to understand the 
risk associated with security breaches. In addition, recent legislation suggests the need 
to better understand the factors that will reduce security risks and lead to a 
trustworthier Information Technology environment.  
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Appendix A.  Cumulative Standardized Abnormal Returns (CSAR) for Attacked Companies 
by Industry 

Event Windows Mean CSAR Z-value* 
   

Finance, Insurance, and Real Estate (n=25)  
[ 0, 0 ] 0.0919 0.4596 
[ 0, 1 ] 0.1260 0.6300 
[ 0, 5 ] 0.1309 0.6546 

[ 0, 10 ] 0.0061 0.0303 
[ 0, 25 ] -0.0261 -0.1305 

Manufacturing(n=78)   
[ 0, 0 ] 0.0911 0.8047 
[ 0, 1 ] 0.0835 0.7374 
[ 0, 5 ] 0.0242 0.2136 

[ 0, 10 ] 0.0233 0.2062 
[ 0, 25 ] 0.0100 0.0883 

Retail Trade (n=6)   
[ 0, 0 ] 0.2835 0.6944 
[ 0, 1 ] -0.1170 -0.2866 
[ 0, 5 ] 0.0440 0.1077 

[ 0, 10 ] 0.0412 0.1009 
[ 0, 25 ] 0.0436 0.1067 

Services (n=35)   
[ 0, 0 ] 0.1462 0.8649 
[ 0, 1 ] 0.0692 0.4094 
[ 0, 5 ] -0.0393 -0.2325 

[ 0, 10 ] -0.0116 -0.0687 
[ 0, 25 ] -0.0139 -0.0821 

Transportation, Communications, Electric, Gas and Sanitary Services (n=42) 
[ 0, 0 ] 0.1436 0.9306 
[ 0, 1 ] 0.0774 0.5017 
[ 0, 5 ] 0.1488 0.9641 

[ 0, 10 ] 0.1251 0.8110 
[ 0, 25 ] 0.0617 0.3999 

* Z statistic to compute the significance of the average abnormal return over each event period 
under the null hypothesis that the average abnormal return is zero. 
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Abstract: Security problems in collaborative work between multiple agencies are 
less well understood than those in the business and defence worlds. We develop a 
perspective for policies and models that is task-based on a need-to-know basis. 
These policies are represented by two protocols, the first CTCP (Collaboration 
Task-based Creation Protocol) dealing with negotiation, decision and agreement 
between the parties involved and the second CTRP (Collaboration Task-based 
Run-time Protocol) responsible for the operation of the policy. The two protocols 
and the relationship between them are defined in Petri-Nets. The overall model is 
formally defined using a categorical pullback construction. Each of the protocols, 
represented as Petri-Nets for state-transition purposes, is a category-valued 
functor in the pullback.   

1 INTRODUCTION 

Information is naturally sharable among groups such as team, committee, 
organization, country and federation in a manner based on trust. However to achieve 
an accepted level of trust is quite a complicated issue because as the collaboration 
grows wider, more participants are involved with divergent policies. Although 
designing secure models for collaboration environments has been a target of a number 
of academic and commercial research bodies and several works have been done (both 
theoretical and practical), numerous organizations still keep their systems (especially 
the trusted systems) unconnected with outsiders.  
Basically security systems are built out of the available mechanisms to meet a security 
policy based on a selected security model [Gollmann, 1999]. A review has been made 
elsewhere [Aljareh & Rossiter, 2002] of the appropriateness of standard security 
models for collaborative multi-agency systems. Most are either targeted at a specific 
security requirement or are too static to represent a dynamic situation. All deal with a 
single policy, whereas by definition the multi-agency and collaboration environment 
involves more than one policy.  
A motivating example of an application that involves multi-agency services is the 
medical information services. The only model designed to meet the security 
requirements for the medical records in the UK was the BMA (British Medical 
Association) Security Policy Model [Anderson, 1996]. This model was recently 



 

examined [Aljareh & Rossiter, 2001] against the multi-agency security requirements 
and it was found that the issue of sharing clinical information including collaboration 
activities with other agencies such as police, social services or the education authority 
was not clearly considered. For instance the need-to-know problem was not addressed 
in the BMA model, as the BMA does not accept that need-to-know is an acceptable 
basis for access control decisions. However there might be a case where need-to-know 
cannot be avoided. For instance a service provider such as an insurance company 
offers its services conditioned by some information about the patient who applies for 
such services. An example is given in [Aljareh & Rossiter, 2001].  
In this paper, we propose a security model that we argue will alleviate the security 
difficulties that may arise in attempts to build a collaboration network. The model is 
constructed from a task-based perspective, as this approach seems to offer the best 
way forward, as discussed later. An example of a prototype for informal 
collaboration, handled using the model, is given elsewhere [Aljareh & Rossiter, 
2002]. The general principles of the model are discussed and a diagrammatic notation 
is devised. Two task-based collaboration protocols, expressed in this paper in the 
form of Petri-Nets, represent the permitted states and transitions. The choice of Petri-
Nets as the notation is discussed. Finally the overall model is constructed formally as 
categorical pullbacks to illustrate its foundation on established logical principles.  

2 A TASK-BASED PERSPECTIVE FOR COLLABORATION 
NETWORKS 

A collaboration business, by definition, is based on the needs of the collaborators 
from each other. Each side needs information or a service from the other participants. 
The obvious question that someone will immediately ask before he/she releases any 
confidential information or responds to an enquiry is: what for? For what purpose is 
the information required? Usually the expected answer will be the naming of a task 
for which the information required is essential, sometimes with a further explanation 
of the benefit of this task for the two sides (collaboration proposal). The information 
owner may like to restrict the use of this information by some conditions (security 
policy). If they reach initial agreement a detailed negotiation will then take place until 
they reach a considered level of trust, which leads to a collaboration agreement to 
perform the task. One reasonable condition might be to limit the use of the 
information by other tasks. For instance it could be specified that the information 
should not be used outside the task for any purpose. 
We have decided to construct our model as a task-oriented model for the following 
reasons:  
1. Fundamentally any collaboration scheme is based on specific tasks: there is no 

collaboration without a task.  
2. The task-based approach is promising to address the need-to-know problem, 

satisfying a user requirement in any multi-agency services environment. 
3. The collaboration task is the common object between the collaborators.  
4. Shared information ownership can be granted to the collaboration task.  
5. The task is scalable, flexible and dynamic.  
6. Explicit responsibility is recognized in the task-based approach.  
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Overall the basis for any collaboration is an aim to share resources in order to achieve 
common benefits by performing shared operations. Other task-based approaches to 
security are discussed later. 

3 GENERAL PRINCIPLES FOR OUR MODEL 

Collaboration: In our model we consider any deal/trade between individuals or 
groups, which aims to benefit the sides involved as a kind of collaboration. The 
following are some forms of collaboration: 
· Trading between customers and service providers. 
· Joint operation projects 
· Research group collaboration. 
· The clinician and the patient trade/relationship: the clinician's job exists because of 
the patient, and the patient needs the clinician for treatment. So both need each other 
and benefit each other. The clinician may need to know some information from the 
patient as part of the course of treatment. The relationship is in general based on trust. 
In this example there are two sides trading benefits through the task called treatment 
Ownership: In this model an item of information is owned initially by its natural 
owner that is the person to whom the information relates. For instance information 
about the baby is owned by the baby although this information is controlled by 
guardian/parents. In computer security terms this is called grant access or delegation. 
Once this information is required to be shared among collaboration parties, an access 
will be granted to what we call the collaboration-task, controlled by the task-policy. 
The information owner and/or the access controller will be part of the negotiation that 
results in the task policy. 
Authorization: A participant in a collaboration network, called task-participant, will 
be authorised to gain access to a collaboration-task. This authority will be limited by 
what we call task-policy. 
Responsibilities: All responsibilities should be explicitly defined in the task policy. 
This way each individual collaborator (task-participant) knows their responsibilities 
such as the required duties, the rules to follow (including ethical codes), the 
limitations (e.g. time, use of material and information) and the penalties. 

4 COLLABORATIVE TASK CHARACTERISTICS 

The characteristics of collaborative tasks are considered to be: 
1. Flexible:  can be a single activity or group of activities sharing same policy, each 
of which can be selected as the need arises.  
2. Dynamic: can be updated even while it is running (supporting post-hoc 
justification). For instance a nurse can be replaced by another one if he/she is not, for 
any reason, able to complete his/her duty in a surgical operation. However any change 
in the task elements should be fully and carefully documented. 
3. Secure: should be fully protected using all the available mechanisms. 
4. Scalable: can be upgraded, for instance to fill some gaps in the original task. A 
new collaboration task can be built starting from default tasks.  
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5. Accountable: all collaboration protocol states and all task run-time events of the 
collaboration must be well documented. 

5  DIAGRAMMATIC REPRESENTATION OF MODEL  

The architecture in Figure 1 illustrates the general components of our model. The 
main component is the collaborators (two or more), each of which will need to define 
three elements: requirements (what does he/she/it/they aim to gain from the other 
side),  

 
 
 
 
 
 
 
 
 

 

 

 

 
 
 
 
 
 
 
 
 
policy (rules that need to be obeyed) and material (e.g. information to release or 
services to offer). The second component is a pair of task-based collaboration 
protocols -- the Collaboration Task Creation Protocol (CTCP) and the Collaboration 
Task Runtime Protocol (CTRP) -- both detailed later in the following sections.  
CTCP includes a negotiation between all collaborators where the proposed task will 
be discussed including all collaborators’ policies and requirements. This process 
(negotiation) continues until a decision is taken either by rejecting the proposal or by 
accepting it. The acceptance of a proposal will lead to a formal agreement/contract, 
which will produce the proposed collaboration task in its final stage including all of 
the policies and requirements.  Negotiation can of course be a very complex task 
[Chu-Carroll & Carberry, 2000]. The work described here could be extended later to 

Task-based Collaboration protocols
 
 
 

Collaboration Task-
based Creation 
Protocol (CTCP) 

Collaboration Task-
based Runtime 
Protocol (CTRP) 

Figure 1: General Architecture for secure Collaboration Environment 
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include such aspects as conflict resolution. CTRP will start after a successful 
compilation of CTCP and as scheduled .in the task_policy (not necessarily 
immediately after the end of CTCP). 

The main function of CTRP is to process the task that was previously created by the 
CTCP protocol and ensure that the task_policy is obeyed, the collaborators are aware 
of the circumstances and the right action is taken.  

  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6 REPRESENTATION OF PROTOCOLS IN PETRI-NET 
NOTATION 

We use the Petri-Nets model to represent our collaboration protocols to provide a 
formal basis and a more applicable medium for computer scientists. Flow charts lack 
a formal basis and can be ambiguous in representing states and transitions. Data flow 
diagrams emphasise flows of data, not states, which are considered critical in security 
systems.  

Introduction

Rethinking

Discard

Dismis

Agreement

Create
Col-task

Figure 2: Petri-Net Graph representing the Collaboration 
Task-based Creation Protocol (CTCP) 

(Requirements, offer, 
policy) * No of 
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Mistrust

Negotiation
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Net theory was originally introduced in a PhD thesis of C. A. Petri. Later Reisig 
[1985] introduced it to the software engineering area. More recent advances in this 
formalism are described in [Reisig & Rozenberg, 1998]. The usefulness of Petri-Nets 
in providing a theoretical basis for handling object life cycles has been demonstrated 
by van der Aalst and Basten  [2001]. In collaboration networks, similar to the multi-
agency services investigated here, Furuta and Stotts [1994] presented an evolution of 
the Trellis model by providing a formal Petri net basis for prototyping the control of 
such a network.  
In the security area an industrial use of Coloured Petri-Nets was developed by 
Rasmussen and Singh, [1996] making it possible to perform simulations. The nets 
were debugged by constructing reachability graphs. Joshi and Ghafoor [2000] 
specified a multi-level security model for multimedia using a time- augmented 
coloured Petri-Net model. For cryptographic protocols Crazzolara and Winskel 
[2001] use Petri-Nets to illustrate how their semantics can be used to prove security 
properties. Ryan [2003] notes that causality, critical in the analysis of security 
protocols, is closely related to information flow and that causal structures are rather 
more explicit in Petri-Nets than in many other areas. 
In general Petri-Nets have been widely used for the modelling and analysis of systems 
that are characterized as being concurrent, asynchronous, distributed, parallel and 
non-deterministic [Jensen, 1996].   All these features apply in the collaborative, multi-
agency systems studied here. Activities in the systems: a) overlap in timing; b) are run 
independently rather than according to some common time signal; c) are run over 
many different servers; d) involve the splitting of tasks into subtasks which run in 
parallel until some common join point is reached; and e) may not give the same result 
in negotiation each time the protocols are run.  
The Petri-Net in Figure 2 represents the CTCP protocol. The initial state represents 
for each collaborator their requirements, policies and offers. For instance, in the 
patient-doctor collaboration, the patient’s requirements are treatments, the patient’s 
policy is to keep personal information secret, the doctor’s requirements may include 
information about the patient and the doctor’s offer is a treatment course. Following 
discussion of this initial state the task, at first an offer from one side or a requirement 
from another, is accepted as an offer for further negotiation or rejected without any 
further details. Policy considerations are normally omitted during the introduction 
transition.  
If the proposed task is found to be reasonable then all collaborators will enter into a 
detailed negotiation in which all aspects including requirements, services and polices 
will be clarified for all collaborators. After that one of three decisions will be taken: 
the first option could be one of the collaborators needs more time to think about the 
task/offer; the second option could be that the expected level of trust could not be 
ensured so the task is simply dismissed; the third option is that all collaborators trust 
each others so that an agreement between all collaborators will take place. This 
agreement at the end will be formulated in what we call the collaboration task.  
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Figure 3: Petri-Net Graph representing the Collaboration Task-based Run-time 
Protocol (CTRP) 
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Figure 4: Exception occurring during CTRP, followed by an abort 
and a return to CTCP  (see section 6 for notation) 
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This task will be limited in scope by the task policy, which is a composition of all 
collaborators' policies, meeting all sides’ requirements. 
 
The Collaboration Task Runtime protocol (CTRP), illustrated in Figure 3, starts after 
the task has been completely created by the CTCP protocol and when its schedule 
time, according to the task-policy, is due. Before starting the process of the task some 
tasks need some preparations. Then the task process starts following the policy that 
has been approved in the CTCP stage. Each state of this process is monitored, 
assessed (verified against the task-policy) and then documented. The task assessment 
may result in one of the following: 

1. The task is proceeding satisfactorily, following the policy and the plan and has not 
finished yet, so the task should persist.  

2. The task needs an update to meet its requirements. Depending on how the updates 
affect the process: the task may restart or continue from the last state of the process.  

3. The task reaches its scheduled end, hence the task terminates normally.  

4. There might be a case where the task abnormally terminates, for instance the task-
policy has been violated, or the task exceeds the scheduled time without valid reasons. 
The abnormal termination could lead either to the end of the task and then the 
collaboration or to a new session of the CTCP. An exception is raised when the policy 
has been violated as in Figure 4. 
      
In our model exceptions are divided into three types according to the handling 
process: 

1. Exceptions with which the task can still continue to its normal end. Exceptions of 
this type are handled within the CTRP protocol by the task update component.  
Figure 4 shows the path of the exception type as a double line =..  

2. Exceptions with which the task must be terminated and another task is required to 
complete the planned function. Such cases are handled partially in the CTRP 
protocol. The task in such cases is aborted and the process log (task history) used 
by the CTCP protocol to create another task to redo the function that could not be 
done by the terminated task in view of the exceptions that have arisen.  The 
exception handling path for this type is shown as a thick line in Figure 4. 

3. Exceptions with which the task must be terminated and there is no need for any 
further actions. There are cases where the task immediately terminated and no 
further actions are possible. Exceptions from this type are handled within the 
CTRP protocol through the ABORT component. The exception handling path for 
this type is shown as a dotted line in Figure 4.  

 
 
7 FORMALISATION WITH CATEGORICAL PULLBACKS 
 
The relationship between the protocols CTCP and CTRP can be represented 
rigorously by the categorical pullback shown in Figure 5. Pullbacks are examples of 
cartesian closed categories [Mac Lane, 1998]. 
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         C 
          
   ηc    πc x a    ιc  
 
         ∃ 
 
C XB A       ∆       C/B   
         ∀ 
 
     εc x a       ιa 
 
 
         A 
 
Figure 5: Categorical Pullback of System (A) over Environment (C) in the context of 
Purpose/View (C/B) 
 
This figure shows the relationship between four categories (denoted in bold font). C is 
the complete environment, A is a particular system to which a user may require 
access, C/B is a slice category or subcategory of C and C XB A is a limit, representing 
the relationship between C and A in the context of B. The limit can be viewed as a 
subcategory of the product C X A over B. Three functors map between C XB A and 
C/B. ∃ is the existential quantifier selecting some C/B for a particular C XB A, ∀ is 
the universal quantifier selecting C/B that satisfy all the rules determined by ∆ as the 
diagonal functor selecting a limit C XB A for a particular subcategory C/B. ∆ is right 
adjoint to ∃ and left adjoint to ∀, written ∃ -| ∆ -| ∀.  Two natural transformations are 
shown. ηc is the unit of adjunction comparing objects C with objects C XB A and εcxa 
is the counit of adjunction comparing objects C XB A with objects A. ηc is an inverse 
projection (π*) and εc x a is a projection (π).  
In terms of our CTCP/CTRP model given above: 
The diagonal functor ∆ corresponds to the protocol CTCP whereby a limit C XB A is 
selected for a particular purpose C/B through negotiation. CTCP selects a relationship 
between C and A for a particular purpose such that the diagram in Figure 5 
commutes, that is ιc o πc x a = ιa o εc x a. As a Petri-Net CTCP can be represented as a 
monoidal category [Asperti, Ferrari & Gorrieri, 1990]. CTCP is therefore a category-
valued functor. C XB A corresponds to the policy rules derived through the 
negotiation in CTCP.  
The existential functor ∃ is a type constraint: there must exist for all policy rules in C 
XB A an entry in the system C/B.  
The universal quantifier functor ∀ corresponds to the protocol CTRP: all the rules 
held in the negotiated policy (the limit C XB A) are applied for a particular purpose 
(C/B). Like CTCP, CTRP is a category-valued functor with its Petri-Net defined as a 
monoidal category.  
Overall CTCP is right-adjoint to ∃ and left-adjoint to CTRP. CTRP is right-adjoint to 
CTCP.  
Exceptions are much less likely to occur in the strongly typed categorical model than 
in a set model. If they did occur they would be handled at the natural transformation 
level. The unit of adjunction ηc is given as 1c  CTRP o CTCP(c) and the counit of 
adjunction as CTCP o CTRP(c x a)  1c x a . The former measures the change in c as 
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the functors CTCP and CTRP are applied in turn. The latter measures the change in (c 
x a) as the functors CTRP and CTCP are applied in turn. The unit and counit both 
give a measure of consistency as the application is run with the possibility of 
exceptions being raised if divergence is noted.  
 
 
8   DISCUSSION 
 
We consider two aspects of our work. Firstly the extent to which task-based 
approaches have been used before in security systems; secondly the prospects for 
formal approaches in the security area. 
The idea of task-based has been introduced before in a number of models [Fischer-
Hübner & Ott, 1998; Steinke, 1997; Thomas & Sandhu, 1994].  All were at the basic 
level of this approach. The focus by the last two (Steinke; Thomas & Sandhu) was on 
whether a task-based security model could be an alternative authorisation and access 
control model to the subject-object traditional authorisation models. The first paper 
(Fischer-Hübner & Ott) tried to address the privacy problem using the task-based 
approach.  We have intended in our model to use all of the power of this idea (task-
based approach) to address the security problem of the collaboration networks and the 
multi-agency services environment. In more detail: 
1. Steinke [1997] outlines the general features and characteristics of the task-based 
approaches such as: 
· The need-to-know is related to the operation, which needs to be performed. 
· Any information needs can be related to a task. 
· Tasks are common entities that exist and relate directly to both users and to 
information. 
· Tasks limit the access to the information from the start to the termination of the 
tasks. 
· Tasks already exist, and are identifiable, flexible and dynamic. 
The Group Security model (GSM) by Steinke was described as a security model, 
which provides access to information on the base of a user's task. 
However some features of GSM are already rather obvious in existing information 
systems infrastructure. For instance in any relational database, it is always possible to 
grant users/roles to functions, procedures, and packages rather than grant them to the 
information objects (e.g. tables, views). These functions, procedures and packages are 
in fact tasks and group of tasks and also can be functionally minimized. GSM 
considers the discretionary security approach to deal with ownership. Overall GSM is 
more suitable for hierarchical systems, where the responsibilities are visible.  
2. Thomas & Sandhu [1994] introduced the task-based approach initially as an 
approach to address integrity issues in computerized information systems from an 
enterprise perspective. Subsequently Thomas & Sandhu [1997] developed their 
approach to produce a paradigm for access control and authorisation management. 
The developed model is called Task-based authorisation control (TBAC).   
3. Fischer-Hübner & Ott [1998] in their model attempted to address the privacy 
aspect using the task-based approach. The nature of the task-based approach eases the 
handling of the main privacy requirements such as: 
· Purpose binding: personal data obtained for one purpose should not be used for 
another purpose without informed consent. 
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· Necessity of data collection and processing: the collection and processing of 
personal data shall only be allowed, if it is necessary for tasks falling within the 
responsibility of the data processing agency.  
In contrast to the models of Steinke and of Thomas & Sandhu, this model takes a 
forward step to de-centralise the authorisation using a 4-eyes principle. However there 
were no end-user requirements supporting this model and the 4-eyes principle is not 
enough to ensure de-centralisation. The set theory which was used to represent this 
model is not proven, nor is it in a framework (Petri-Nets, Category theory, LaSCO, 
Ponder, VDM, Z, ...) where proof is done by following constructive principles or 
through a guaranteed mechanism. Finally the Fischer-Hübner & Ott model does not 
include collaboration ventures.  
4. Mahling, Coury & Croft [1990] tried to build a task-based collaboration model. 
However this work starts from a relatively late stage in the negotiation where the plan, 
agreement and tasks are relatively clear. In addition their work does not consider the 
case of the multi-agency environments where the policies of the collaborators are 
different.  
We argue that the real challenge for the task-based approach is the multi-agency 
services environment, where responsibilities are distributed and the ownership is 
dynamic.  None of the existing approaches have considered the multi-agency aspects 
in detail.   
Formalising security models is an important matter as this a way in which guarantees 
can be secured about the reliability of a model. Security rules for multi-agency 
systems need to be formulated at the policy level. At this level, category theory seems 
to be appropriate as it provides not only appropriate abstractions for this level but 
also, in a multi-level architecture, mappings to lower levels such as mechanisms. For 
interoperability a multi-level approach constructed in category theory has already 
proved very promising [Rossiter, Nelson & Heather, 2003]. The use of Petri-Nets, for 
detailed state transitions, within a categorical framework, for control of types and 
levels, looks to be a way forward for formalising security in information systems. 
More advanced techniques such as Timed Petri-Nets and Stochastic Petri-Nets should 
be useful in gaining greater expressibility. Validation techniques in Petri-Nets could 
also be used for verifying the model.  The benefits of using Petri-Nets will be highest 
where collaboration occurs between multiple agencies. This is a natural area for 
applying Petri Nets with its concurrency, asynchronicity, distribution, parallelism and 
non-determinism.  
 
 
9  CONCLUSIONS 
 
This paper has introduced a task-based model to facilitate collaboration in trusted 
multi-agency networks. Our model is based on the fundamental aspect of the 
collaboration environment, which is the task-based perspective. Two task-based 
collaboration protocols (CTCP and CTRP), expressed in this paper in the form of 
Petri-Nets, are used to represent the permitted states and transitions. The extent to 
which task-based approaches have been used before in security systems has also been 
discussed. 
The two protocols and the relationship between them are defined in Petri-Nets. The 
overall model is formally defined using a categorical pullback construction. Each of 
the protocols, represented as Petri-Nets for state-transition purposes, is a category-
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valued functor in the pullback.  The use of Petri-Nets within a categorical framework 
looks to be a promising way forward for security problems.  
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Abstract. This paper cryptanalyses the MOR cryptosystem [6] when
the group GL(2, R) ×θ ZZn proposed in [7] is used.
We show generic attacks on the system that work with every ring R. For
a concrete choice of R even stronger attacks may be possible.
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1 Introduction

In 2001 Paeng, Ha, Kim, Chee and Park proposed a new cryptosystem based
on the difficulty of the discrete logarithm problem in the inner automorphism
group Inn(G) of a non-abelian group G [6]. Later this system was named MOR
cryptosystem [7].
The used non-abelian group G has to be chosen very carefully not to under-
mine the security of the system. The first proposal for G was the semi-direct
product group SL(2, ZZp) ×θ ZZp (see [6]). The authors themselves showed the
interrelation between MOR using SL(2, ZZp)×θ ZZp and MOR using SL(2, ZZp).
Since the conjugacy and the special conjugacy problem can be efficiently solved
in SL(2, ZZp), the security of MOR using SL(2, ZZp)×θ ZZp could be reduced to
the hardness of the discrete logarithm problem in SL(2, ZZp) (see [7]).
In 2003 a detailed analysis of MOR using SL(2, ZZp) ×θ ZZp [8] was published.
The efficient modes of MOR using SL(2, ZZp) ×θ ZZp proved to be extremely
vulnerable to the presented attacks. In some cases an attacker is able to gain
information equivalent to the secret key.
In [7] Paeng, Kwon, Ha and Kim described how to construct a semi-direct prod-
uct group GL(2, R) ×θ ZZn from a given ring isomorphism Φ : R → R and
proposed to use this group for the MOR cryptosystem. The purpose of this arti-
cle is to evaluate the level of security provided by MOR using GL(2, R)×θ ZZn.
Our analysis focusses on the impact of the hardness of the computational Diffie-
Hellman and the discrete logarithm problem in < Φ > on the security of MOR
using GL(2, R)×θ ZZn. We show that if the computational Diffie-Hellman prob-
lem can be solved efficiently in < Φ >, then the efficient modes of MOR using
GL(2, R) ×θ ZZn are vulnerable to chosen-ciphertext attacks. Furthermore, if
even the discrete logarithm problem can be solved efficiently in < Φ >, then the
secret key can be (partly) calculated from the public parameters.
The rest of this paper is organized as follows. In section 2 needed notations
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and definitions are described and the MOR cryptosystem is introduced. Sec-
tion 3 shows how to construct a semi-direct product group GL(2, R) ×θ ZZn

given a ring isomorphism Φ : R → R and how to apply this group to the
MOR cryptosystem. We further demonstrate that the discrete logarithm prob-
lem in Inn(GL(2, R)×θ ZZn) can be reduced to the discrete logarithm problem
in < Φ >. In section 4 we show that MOR using GL(2, R)×θ ZZn is vulnerable to
chosen ciphertext attacks if the computational Diffie-Hellman problem in < Φ >
can be solved efficiently. In the final section 5 the impact of the presented attacks
on the security of MOR using GL(2, R) ×θ ZZn is discussed and directions for
future research are pointed out. The appendix briefly describes how to solve the
special conjugacy problem (SCP) in GL(2, R) by solving simultaneous instances
of the conjugacy problem (CP) in GL(2, R).

Related Work: The conjugacy problem is considered a hard problem in braid
groups. There is no known polynomial time algorithm which solves the decisional
or the computational conjugacy problem in braid groups. For a detailed discus-
sion of cryptography on braid groups we refer to [1, 3, 5]. Other cryptosystems
using the conjugation map on matrix groups have been published by Yamamura
[9, 10]. The systems later were broken by Blackburn and Galbraith [2].

2 Framework and Definitions

Definition 1 (Semi-Direct Product Group). Let G and H be groups and
θ : H → Aut(G) be a homomorphism. The set G×H = {(g, h) | g ∈ G, h ∈ H}
together with the multiplication map

(g1, h1)(g2, h2) = (g1θ(h1)(g2), h1h2)

is a group, called the semi-direct product G×θ H of G and H with respect to θ.

Definition 2 (The mapping Inn). Let G be a group. Then the mapping

Inn : G→ Aut(G)
g �→ Inn(g)

is given by Inn(g)(h) = ghg−1.

We call Inn(g) an inner automorphism and Inn(G) = {Inn(g) | g ∈ G} the
inner automorphism group. If G is an abelian group then Inn(g) is the identity
map for all g ∈ G and Inn(G) is trivial. Let {γi} be a set of generators of G.
Since Inn(g) is a homomorphism, Inn(g) is totally specified for all m ∈ G if the
values {Inn(g)(γi)} are given.

Definition 3 (center, centralizer). Let G be a group. The center Z(G) of G
is defined as Z(G) := {g ∈ G | xg = gx ∀x ∈ G}.
Let g ∈ G. The centralizer Z(g) of g is defined as Z(g) := {h ∈ G | hg = gh}.
Note that Z(G) =

⋂
g∈G Z(g).
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In the appendix the terms ”center” and ”centralizer” are also used for rings resp.
ring elements. For a ring R and ring elements r ∈ R we define Z(R) := {r ∈ R |
sr = rs ∀s ∈ R} and Z(r) := {s ∈ R | rs = sr}.
In some cases it may not be clear from the context which structure is referred
to, e.g. for g ∈ GL(2, R) ⊆M(2, R) the cenralizer Z(g) in the ring M(2, R) may
be different from the centralizer Z(g) in the multiplicative group GL(2, R). In
this case the corresponding structure is added as an index, e.g. ZM(2,R)(g) =
{h ∈M(2, R) | gh = hg} and ZGL(2,R)(g) = {h ∈ GL(2, R) | gh = hg}.
Definition 4 (Conjugacy Problem). Let G be a group. For arbitrary x, y ∈ G
the conjugacy problem (CP) is to find w ∈ G such that wxw−1 = y.

Let w ∈ G be a solution of the instance (x, y) of the CP, i.e. wxw−1 = y. Then
w · Z(x) is the solution set for instance (x, y).

Definition 5 (Special Conjugacy Problem). For a given ϕ ∈ Inn(G) the
special conjugacy problem is to find an element g ∈ G satisfying Inn(g) = ϕ.

The solution set for instance Inn(g) of the special conjugacy problem is g ·Z(G).
In GL(2, ZZp) the conjugacy problem is easy. To solve the special conjugacy prob-
lem in GL(2, ZZp) two pairs (A1, Inn(A1)) and (A2, Inn(A2)) with A1 /∈ Z(A2)
are needed (see [8] for details). A similar result holds for the group GL(2, R) of
invertible matrices over a commutative ring with identity R (see appendix A).

The MOR cryptosystem: MOR is an asymmetric cryptosystem with a ran-
dom value a as secret and the two mappings Inn(g) and Inn(ga) (given as
{Inn(g)(γi)} and {Inn(ga)(γi)} for a generator set {γi} of G) as corresponding
public key. The encryption process works as follows:

1. Alice expresses the plaintext m ∈ G as a product of the γi.
2. Alice chooses a random b ∈R ZZord(Inn(g)) and computes (Inn(ga))b, i.e.
{(Inn(ga))b(γi)}.

3. Alice computes E = Inn(gab)(m) = (Inn(ga))b(m).
4. Alice computes Φ = Inn(g)b, i.e. {Inn(gb)(γi)}.
5. Alice sends the ciphertext C = (E,Φ) to Bob.

Decryption Process:

1. Bob expresses E as a product of the γi.
2. Bob computes Φ−a, i.e. {Φ−a(γi)}.
3. Bob computes m = Φ−a(E).

The MOR cryptosystem is very similar to the ElGamal cryptosystem [4]. The
Diffie-Hellman key establishment protocol is used to fix a common inner auto-
morphism (Inn(g))ab. The ciphertext of a message m ∈ G is the image of m
under Inn(gab) = (Inn(g))ab.
In [6] no formal proof of security is given for the MOR system. If the discrete
logarithm problem is efficiently solvable in < Inn(g) >, then the secret key a can
be calculated from Inn(g), Inn(ga) which are part of the public key. However,
knowledge of the secret key is not necessary to attack the MOR cryptosystem
for certain non-abelian groups G (see [8] for details).
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3 MOR using GL(2, R) ×θ ZZn

Let R be a commutative ring with identity and Φ : R→ R be a (non-trivial) ring

isomorphism. Then GL(2, R) = {
(

a1 a2

a3 a4

)
∈M(2, R) | a1a4−a2a3 is invertible}

is a (multiplicative) group. A group automorphism φ is induced by Φ:

φ : GL(2, R)→ GL(2, R),
(

a1 a2

a3 a4

)
�→

(
Φ(a1) Φ(a2)
Φ(a3) Φ(a4)

)

By setting θ(1) = φ we get a homomorphism θ : ZZn → Aut(GL(2, R)), i.e.

θ(k) = φk :
(

a1 a2

a3 a4

)
→

(
Φk(a1) Φk(a2)
Φk(a3) Φk(a4)

)

We now examine MOR using the semi-direct product GL(2, R)×θ ZZn.

The conjugation map in GL(2, R)×θ ZZn:
Let (x, y), (m1,m2) ∈ G×θ H. Then:

(x, y)(m1,m2)(x, y)−1 = (xθ(y)(m1)θ(m2)(x−1),m2)

Applied to the group G = GL(2, R) ×θ ZZn and homomorphism θ we get for
(x, y), (m1,m2) ∈ GL(2, R)×θ ZZn:

(x, y)(m1,m2)(x, y)−1 = (x · φy(m1) · φm2(x−1),m2)

The choice of Φ:
Let G = GL(2, R)×θ ZZn and Φ, φ and θ as defined above. Then

1. ord(Φ) = ord(φ)
2. θ(n) = IdGL(2,R) ⇔ n ≡ 0 (mod ord(Φ))
3. If (x, y), (x, ŷ) ∈ G, then Inn((x, y)) = Inn((x, ŷ))⇔ y ≡ ŷ (mod ord(Φ))
4. The homomorphism θ is well-defined if and only if ord(Φ) | n.

Let (x, y) ∈ GL(2, R) ×θ ZZn and (x, y)ab = (x̂, aby (mod n)) for some x̂ ∈
GL(2, R). Then a ciphertext of a message (m1,m2) ∈ GL(2, R)×θ ZZn looks as
follows:

Inn((x, y)ab)(m1,m2) = (x̂φaby(m1)φm2(x̂−1),m2)

The values a, b, y ∈ ZZn should have no common divisor with the order of ho-
momorphism φ. Otherwise φaby is no generator of the cyclic group < φ >. This
reduces the number of possible ciphertexts for a plaintext message (m1,m2) ∈
GL(2, R)×θ ZZn. To avoid this problem, we suggest to choose n prime.
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Extracting φy from Inn(g):
We now show that given an inner automorphism Inn(g) for some g = (x, y) ∈
GL(2, R)×θ ZZn the group automorphism φy can be calculated efficiently.

Step 1: To calculate φy we make use of the fact that Φy(0) = 0 and Φy(1) = 1.
For a unimodular matrix m ∈ GL(2, R) (i.e. a matrix with entries only 0 and 1)
it follows that φy(m) = m and we get

Inn(g)(m, 0) = (x, y)(m, 0)(x, y)−1 = (x · φx(m) · φ0(x−1), 0)
= (x ·m · x−1, 0)

This leads to an instance m,xmx−1 of the conjugacy problem in GL(2, R). By

solving the two instances
(

0 1
1 0

)
, x

(
0 1
1 0

)
x−1 and

(
1 1
1 0

)
, x

(
1 1
1 0

)
x−1 of the

conjugacy problem in GL(2, R) simultaneously the special conjugacy problem
can be solved and an element x̂ ∈ GL(2, R) with Inn(x) = Inn(x̂) can be cal-
culated (see appendix A).

Step 2: For arbitrary m ∈ GL(2, R) we get

Inn(g)(m, 0) = (x, y)(m, 0)(x, y)−1 = (x · φy(m) · x−1, 0)

Since Inn(x) = Inn(x̂) we know that x̂−1 · x ∈ Z(GL(2, R)). The image of
martix m under φy can be calculated as follows:

Inn(x̂−1)(x · φy(m) · x−1) = (x̂−1x) · φy(m) · (x̂−1x)−1 = φy(m)

Using the same technique the homomorphism φay can be calculated given Inn(ga).
Since Inn(g) and Inn(ga) are part of the public key, the two ring homomor-
phisms φy and φay can be calculated efficiently. For the security of MOR using
GL(2, R) ×θ ZZn it is necessary that the discrete logarithm problem is hard in
< φ >. Otherwise a (mod ord(φ)) can be calculated which gives partial infor-
mation of the secret key a.

4 Analysis of MOR using GL(2, R) ×θ ZZn

The most time consuming operations in the encryption and decryption process of
the MOR cryptosystem are the exponentiations in < Inn(g) >. The inner auto-
morphisms are given by the images of the generators γ1, . . . γn of the used group
G. To calculate Inn(g2)(γi), two steps are needed. In the first step Inn(g)(γi)
has to be expressed as a product of the generators γi and in the second step the
corresponding images Inn(g)(γi) have to be multiplied. Since 2 (resp. 1) expo-
nentiations in < Inn(g) > have to be calculated during the encryption (resp.
decryption) process, the MOR cryptosystem in its basic form is much too inef-
ficient to be of practical interest.
Therefore a variant of MOR has been proposed [6] where the encryption expo-
nent b is used for multiple encryptions. Since the resulting encryption scheme
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is deterministic, the authors of [6] recommend to use a probabilistic padding
scheme when fixing the encryption exponent.
We now show that MOR using GL(2, R)×θ ZZn with fixed encryption exponent
(even when the probabilistic padding scheme is used) is vulnerable to chosen
ciphertext attacks if the computational Diffie-Hellman Problem in < φ > can be
solved (efficiently). From Inn(ga) (which is part of the public key) and Inn(gb)
(which is part of the ciphertext) the homomorphisms φay and φby can be com-
puted. Solving the computational Diffie-Hellman problem yields φaby.

Let c = (c1, c2) ∈ GL(2, R) be a given challenge ciphertext of MOR using
GL(2, R)×θ ZZn. In a chosen ciphertext attack the attacker is assumed to have
access to a decryption oracle. He is allowed to send ciphertexts ĉ �= c to the
oracle and gets the corresponding plaintext messages. A cryptosystem is secure
against chosen ciphertext attacks if such an attacker is not able to compute the
plaintext corresponding to c efficiently.
In our attack we make use of the fact that the encryption function Inn(gab) is
an automorphism, i.e. every d = (d1, d2) ∈ GL(2, R)×θ ZZn is a valid ciphertext
of a (maybe unknown) message m = (m1,m2) ∈ GL(2, R)×θ ZZn.
Let g = (x, y) ∈ GL(2, R) ×θ ZZn. Then (x, y)ab = (x̂, aby (mod n)) for some
x̂ ∈ GL(2, R). Ciphertexts of MOR using GL(2, R)×θ ZZn are of the form

d = (d1, d2) = (x̂ · φaby(m1) · φm2(x̂−1),m2)

The attack consists of two steps. In the first step an x̄ ∈ GL(2, R) with Inn(x̂) =
Inn(x̄) is computed. This element x̄ is used in the second step to decipher the
challenge ciphertext c.

Step 1: For every d1 ∈ GL(2, R) the value (d1, 0) ∈ GL(2, R)×θ ZZn is a valid
ciphertext of the (unknown) message (m1, 0) ∈ GL(2, R)×θ ZZn:

(d1, 0) = (x̂ · φaby(m1) · x̂−1, 0)

Sending (d1, 0) to the decryption oracle, the attacker gets the corresponding
plaintext message (m1, 0). Since we assumed that the attacker knows φaby he is
able to compute φaby(m1). The values φaby(m1), d1 = x̂ ·φaby(m1) · x̂−1 form an
instance of the conjugacy problem in GL(2, R). Repeating this process generates
multiple simultaneous instances of the conjugacy problem in GL(2, R) which can
be used to solve the special conjugacy problem in GL(2, R) and get a group el-
ement x̄ ∈ GL(2, R) with Inn(x̂) = Inn(x̄) (see appendix A for details).

The oracle may not answer queries with zero as second component, because
GL(2, R) ×θ {0} is isomorphic to GL(2, R) and the conjugacy problem is effi-
ciently solvable in GL(2, R). In this case the attacker sends queries (d1, i), (d̂1, i) ∈
GL(2, R)×θ ZZn with the same second component to the decryption oracle:

(d1, i) = (x̂ · φaby(m1) · φi(x̂−1), i)

(d̂1, i) = (x̂ · φaby(m̂1) · φi(x̂−1), i)
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With the plaintext messages (m1, i), (m̂1, i) ∈ GL(2, R) ×θ ZZn and homomor-
phism φaby the attacker can compute φaby(m1) ·(φaby(m̂1))−1 = φaby(m1 ·m̂1

−1)
and d1 ·(d̂1)−1 = x̂·φaby(m1 ·m̂1

−1)·x̂−1 to get an instance of the CP in GL(2, R).

Step 2: Let (p1, p2) be the plaintext message encrypted in the challenge cipher-
text c = (c1, c2). Since x̄ = x̂ · z for a z ∈ Z(GL(2, R)) we get:

x̄−1 · c1 · φc2(x̄) = x̄−1 · (x̂ · φaby(p1) · φc2(x̂)) · φc2(x̄)
= φaby(p1) · z−1 · φc2(z)

Only one oracle query is necessary to calculate z−1 ·φc2(z). The attacker chooses
a c3 �= c1 ∈ GL(2, R) and sends (c3, c2) to the oracle. If m̂ is the answer of the
oracle, the attacker gets z−1 · φc2(z) as follows:

c3 · (φc2(x̄)φaby(m̂−1)x̄−1) = (x̂φaby(m̂)φc2(x̂−1)) · (φc2(x̄)φaby(m̂−1)x̄−1)
= x̂φaby(m̂)φc2(x̂−1)φc2(x̂z)φaby(m̂−1)(x̂z)−1

= z−1 · φc2(z)

Now the attacker can compute φaby(p1).

Step 3: If the knowledge of φaby is not sufficient to compute p1 from φaby(p1),
the decryption oracle is used to compute preimages under φaby. To obtain the
preimage of φaby(p1) the attacker sends

(d1, 0) = (x̄ · φaby(p1) · x̄−1, 0) = (x̂ · φaby(p1) · x̂−1, 0)

as query to the decryption oracle. The oracle reply equals the wanted preim-
age. If the oracle does not answer queries with zero as second component the
value x̄ · φaby(p1) · x̄−1 can be expressed as x̄ · φaby(p1) · x̄−1 = e1 · ê1

−1 for
e1, ê1 ∈ GL(2, R) and (e1, i) and (ê1, i) can be sent to the oracle. If a1 and â1

are the oracle’s answers, the desired preimage is p1 = a1 · â1
−1 (see also step 1

for a similar argument).

Using a randomised padding scheme: In [6] the authors propose to use a
probabilistic padding scheme when fixing the encryption exponent. The plain-
text message m ∈ R is embedded in GL(2, R) by choosing a random matrix

M =
(

m1 m2

m3 m4

)
∈ GL(2, R) with m1 = m. After that the encryption function

Inn(gab) is applied to M .
In [8] it has been shown that MOR using SL(2, ZZp)×θZZn is insecure even if the
randomised padding scheme is used: Two pairs consisting of plaintext and cor-
responding ciphertext are sufficient to calculate Inn(gab). The same techniques
can be applied to step 1 of our attack to calculate an element x̄ ∈ GL(2, R) with
Inn(x̂) = Inn(x̄).

The first part of step 2 also works if the described padding scheme is used, i.e.
φaby(p1) · z−1 · φc2(z) can be calculated. The second part of step 2 has to be
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changed slightly: On input (c3, c2) the decryption oracle outputs only the (1, 1)-
component of m̂. The other entries of matrix m̂ are not known to the attacker.
Since Z(GL(2, R)) = {c · Id | c ∈ R, c invertible}, the value z−1 · φc2(z) is of the

form z−1 · φc2(z) =
(

r 0
0 r

)
for an invertible r ∈ R. In particular z−1 · φc2(z) ∈

Z(GL(2, R)). For m̂ =
(

m̂1 m̂2

m̂3 m̂4

)
we get

x̄−1 · c3 · φaby(x̄) = (z−1x̂−1) · (x̂φaby(m̂)φc2(x̂−1)) · (φc2(x̂z))
= φaby(m̂) · z−1 · φc2(z)

=
(

r · m̂1 r · m̂2

r · m̂3 r · m̂4

)

The value m̂1 can be obtained by sending (c3, c2) to the decryption oracle. If r
cannot be calculated given m̂1 and r · m̂1 this process has to be repeated with a
different value c3.

Step 3 also works when the randomised padding scheme is used but has to
be carried out for every single component, i.e. to compute the preimage of

φaby(p1) =
(

Φaby(p11) Φaby(p12)

Φaby(p13) Φaby(p14)

)
step 3 is used to find preimages of di ∈ GL(2, R),

1 ≤ i ≤ 4, where the (1, 1)-component of di equals Φaby(p1i).

5 Conclusion

We showed that MOR using GL(2, R) ×θ ZZn with fixed encryption exponent
is vulnerable to chosen ciphertext attacks if the computational Diffie-Hellman
Problem is easy in < Φ >. The presented attacks still work if the randomised
padding scheme of [6] is used. They do not work if the encryption exponent b is
randomly chosen for every plaintext to be encrypted. However, in this case two
exponentiations in < Inn(g) > have to be calculated during the encryption and
one during the decryption process. The resulting cryptosystem is too inefficient
to be of practical interest.
Our results show that the hardness of the discrete logarithm problem (DLP) in
< Φ > is essential for the security of all modes of MOR (even when the encryp-
tion exponent b is chosen randomly and independently for every plaintext to be
encrypted). The DLP in < Φ > is much easier than the DLP in < Inn(g) >
(which has to be solved to calculate the secret key given the public key). It may
be more appropriate to use a variant of the ElGamal cryptosystem [4] using the
cyclic group < Φ >. The resulting cryptosystem would be provable secure and
more efficient than MOR using GL(2, R)×θ ZZn.
All attacks are generic attacks, i.e. they work for every ring R and every homo-
morphism Φ. For certain choices of R and Φ there may be even stronger attacks.
It is a task for future reserach to find a non-abelian group suitable for the use
with the MOR cryptosystem.
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A The Special Conjugacy Problem in GL(2, R)

Let Inn(g) : GL(2, R)→ GL(2, R) be a public inner automorphism. We assume
that Inn(g) is given as a black box, i.e. an attacker is able to calculate images
under Inn(g) but does not know the used g ∈ GL(2, R). This approach assures
that our calculations are independent of the presentation of Inn(g). We now
show that the special conjugacy problem is efficiently solvable in GL(2, R).

Let B, C, X ∈ GL(2, R) and B, XBX−1 = B̂ =
(

b̂1 b̂2

b̂3 b̂4

)
and C,XCX−1 = Ĉ =

(
ĉ1 ĉ2

ĉ3 ĉ4

)
be two simultaneous instances of the conjugacy problem in GL(2, R).

Let X̂ ∈ GL(2, R) be a solution of these two instances. Then X̂ = Z · X with(
z1 z2

z3 z4

)
= Z ∈ Z(B̂)∩Z(Ĉ). By comparing the components of Z · B̂, B̂ ·Z and

Z · Ĉ, Ĉ · Z we get:1

1 Since X̂ could also be expressed as X̂ = X · Ẑ for a Ẑ ∈ Z(B)∩Z(C), the following
paragraph is also true if b̂i and ĉi are replaced by bi and ci. In particular B ∈
Z(C) ⇔ B̂ ∈ Z(Ĉ).
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– z2(ĉ3b̂2 − b̂3ĉ2) = 0 and z3(ĉ3b̂2 − b̂3ĉ2) = 0
– z2(ĉ2(b̂1 − b̂4)− b̂2(ĉ1 − ĉ4)) = 0 and z3(ĉ2(b̂1 − b̂4)− b̂2(ĉ1 − ĉ4)) = 0
– z2(ĉ3(b̂1 − b̂4)− b̂3(ĉ1 − ĉ4)) = 0 and z3(ĉ3(b̂1 − b̂4)− b̂3(ĉ1 − ĉ4)) = 0

If ĉ3b̂2 = b̂3ĉ2, ĉ2(b̂1 − b̂4) = b̂2(ĉ1 − ĉ4) and ĉ3(b̂1 − b̂4) = b̂3(ĉ1 − ĉ4), then
B̂ ∈ Z(Ĉ). Therefore, were B̂, Ĉ ∈ GL(2, R) chosen such that B̂ /∈ Z(Ĉ), one of
the equations has to be false and z2 and z3 are zero divisors.

If B̂, Ĉ ∈ GL(2, R) where chosen such that ĉ3b̂2− b̂3ĉ2, ĉ2(b̂1− b̂4)− b̂2(ĉ1− ĉ4) or
ĉ3(b̂1 − b̂4)− b̂3(ĉ1 − ĉ4) is no zero divisors it further follows that z2 = z3 = 0. If

one of the ring elements b̂2, b̂3, ĉ2 or ĉ3 is no zero divisor, then Z =
(

z1 0
0 z1

)
for a

z1 ∈ R. Since Z ·M = M ·Z for all M ∈M(2, R), we get that Inn(X) = Inn(X̂),
i.e. X̂ ∈ GL(2, R) is a solution of the instance Inn(X) of the special conjugacy
problem in GL(2, R).

We now show that a simultaneous solution of these two instances can be calcu-
lated efficiently. The equations XBX−1 = B̂ and XCX−1 = Ĉ are equivalent to
XB = B̂X and XC = ĈX. If B /∈ Z(C) this yields to a system of three linear
equations. In the presented attack in section 4 the elements B̂, Ĉ ∈ GL(2, R)
can be chosen freely. If b̂3 is invertible, the obtained system of linear equations
is equivalent to:

x1 + b̂4−b1
b̂3
· x3 − b3

b̂3
· x4 = 0

x2 − b2
b̂3
· x3 + b̂4−b4

b̂3
· x4 = 0

(ĉ4 − c1 − ĉ3 · b̂4−b1
b̂3

) · x3 − (c3 − ĉ3 · b3
b̂3

) · x4 = 0

For arbitrary r ∈ R this system is solved by x1 = k1 ·r, x2 = k2 ·r, x3 = k3 ·r and
x4 = k4 ·r where k4 = ĉ4−c1−ĉ3 · b̂4−b1

b̂3
, k3 = (c3−ĉ3

b3
b̂3

)·k, k2 = b2
b̂3
·k3− b̂4−b4

b̂3
·k4

and k1 = b3
b̂3
· k4 − b̂4−b1

b̂3
· k3.

If either b̂3c3 − ĉ3b3 or b̂3(ĉ4 − c1) − ĉ3(b̂4 − b1) is no zero divisor,
(

k1 k2

k3 k4

)

∈ GL(2, R) and
(

rk1 rk2

rk3 rk4

)
�=

(
r̂k1 r̂k2

r̂k3 r̂k4

)
for r, r̂ ∈ R with r �= r̂, i.e. we get | R |

distinct solutions. In this case we further know that
(

rk1 rk2

rk3 rk4

)
∈ GL(2, R) if

and only if r ∈ R is no zero divisor.
Since X ∈ GL(2, R), the equation XB = B̂X is equivalent to B̂ = XBX−1. For
an element X̂ ∈ M(2, R) with X̂B = B̂X̂ we get that (X−1X̂)B = B(X−1X̂)
holds, i.e. X̂ = X · Z with Z ∈ ZM(2,R)(B).
Thus, the simultaneous solutions (in M(2, R)) of the equations XB = B̂X and
XC = ĈX are of the form Z · X where Z ∈ ZM(2,R)(B̂) ∩ ZM(2,R)(Ĉ). If
B̂, Ĉ ∈ GL(2, R) were chosen such that ZM(2,R)(B̂)∩ZM(2,R)(Ĉ) = Z(M(2, R)),
there are | Z(M(2, R)) |=| R | many solutions, i.e. all solutions are given by
x1 = k1 · r, x2 = k2 · r, x3 = k3 · r and x4 = k4 · r with r ∈ R.
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Abstract. This paper describes the OpenSDRM security, based on an open-
source framework developed for the IST project MOSES, OpenSDRM is used 
to control the multimedia content consumption in conjunction with the new 
MPEG-4 IPMPX proposed standard. This architecture, composed by several 
building blocks, protects the content flow from creation to final user consump-
tion on a specific device. 

1   Introduction 

OpenSDRM deploys a secure and distributed DRM solution for content rights protec-
tion that can be applied for publishing and trading of digital multimedia content. This 
architecture started from the OPIMA international specifications [1], MPEG-4 IPMP 
Extensions [2] and the emerging MPEG-21 IPMP architecture [6]. OpenSDRM is 
being developed primarily in the scope of the MOSES project, an EC project joining 
companies from all over Europe, implementing the new MPEG-IPMP Extensions 
framework and at the same time developing business models and applications for 
secure content exchange between embedded devices [3, 5]. This solution is composed 
of several optional elements covering the content distribution value chain, from con-
tent production to content usage. It covers several major aspects of the content distri-
bution and trading: content production, preparation and registration, content, interac-
tive content distribution, content negotiation and acquisition, strong actors and user’s 
authentication and conditional visualization/playback [3]. Figure 1 shows the archi-
tecture that will be explained in the next section in greater detail. The communication 
between the components will take place within insecure networks. This introduces 
special needs regarding the security of this communication. The concept behind the 
platform is the existence of two security layers. A first security layer established at 
the communication level, which provides the necessary secure and authenticated 
communication medium to components to communicate with each other and a second 
layer established at the application level, ensuring the security, integrity, authentica-
tion and non-repudiation mechanisms needed by the different components. 



 
Fig. 1 - OpenSDRM platform architecture composed of several external (User, Payment Infra-
structure, Content Provider, IPMP Tools Provider, Certification Authority) and internal com-
ponents (Payment Gateway (PGW), Media Delivery Server (MDS), Content Preparation Server 
(CPS), Commerce Server (COS), Registration Server (RGS), Configuration Server (CFS), 
License Server (LIS), Media Application (MPL), Authentication Server (AUS) and IPMP 
Tools Server (ITS)). 

1.1   Server Components Certification and Registration on OpenSDRM 

To establish the secure transport layer, the software components use SSL/TLS proto-
col. Each of the servers, have a X.509 certificate issued by a Certification Authority 
(CAU). The CAU can be operated internally by OpenSDRM itself or can be an exter-
nal and commercial one. OpenSDRM establishes an underlying secure and authenti-
cated transport channel that allows messages to flow from component to component 
securely. The process works this way: (a) Each component computes a key pair (pub-
lic and private) , Kpub

Server, Kpriv
Server, using the RSA algorithm and create Certificate 

Signing Request (CSR) using its public key and some additional information sending 
it after to the CAU; (b) The CAU verifies the CSR validity and issues the X.509 SSL 
certificate to the component, CertX.509

Server; (c) The certificate is installed and the com-
ponents can use SSL/TLS to communicate, establishing the secure transport layer. 
The architecture requires both components and Users to be registered, in order to 
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establish the Application/Transaction level security. Concerning components those 
are registered on OpenSDRM AUS. In order to complete this process the following 
steps are necessary, during the installation of each of the components: (a) Each com-
ponent computes a key-pair (1024 bit length RSA keys, but higher key lengths are 
also possible): KpubComponent, KprivComponent (respectively the public and private keys); 
(b) The component administrator selects a login and a password, and ciphers the 
KprivComponent, using AES, with the key (KAES) deduced from the hash of the concate-
nation of the login and password selected: KAES := MD5(login+password). The ci-
phered component private key gets then protected from unauthorized usage: 
KAES[KprivComponent]; (c) The component then connects to the AUS and sends some 
registration information together with the KpubComponent. AUS verifies the information 
sent by the component, validates and registers it, and issues a certificate for the com-
ponent: CertAUS

Component. This certificate is returned to the component. With these 
component certificates, each of the components will be able to establish trust relation-
ships among them and sign and authenticate all the transactions – this establishes then 
the Application Level security. 

1.2   User’s registration on the OpenSDRM platform 

In OpenSDRM three components interact directly with external users/entities – MPL, 
CPS and ITS. These users, respectively Content Users, Content Providers and IPMP 
Tools Providers are registered on the platform, through the AUS. Content Providers 
and IPMP Tools Providers, subscribe respectively on the CPS and ITS, relying on the 
registration and authentication functionalities of the AUS. Therefore, when a new 
user subscribes, it provides some personal information, a login and password and 
requests the registration. The following processes can be described like this: (a) The 
components (ITS and CPS) gather the new registrant information (Info) and request 
the registration of a new user on the AUS; (b) The components build a new message: 
SignKprivComponent{ComponentID, Info}. This message is send to AUS; (c) AUS veri-
fies and validates the message, registering the new User and returning a unique UserID 
to the component. Registering a Content User is a more complex process. This is due 
to the fact that while both Content Providers and IPMP Tool Providers have their 
information stored on remote servers, Content Users rely on their own platforms to 
store their data. In order to provide some additional degree of security, OpenSDRM 
provides a digital wallet, capable of storing sensitive information such as crypto-
graphic data and licenses in a secure way. The process to register new Content Users 
can be described in the following steps: (a) When the user runs the wallet for the first 
time, it creates the User a RSA key pair (KprivUser, KpubUser) and asks the user to 
enter a login and a password; (b) Using the entered login and password, it creates the 
secure repository master key: KAES = MD5(login+password), and stores sensitive 
information (Info) on it: KAES[Info]; (c) The wallet asks the user to enter some per-
sonal data (PersonData) and also some payment data (PayData) used to charge the user 
for any commercial content usage; (d) The wallet requests the AUS to register a new 
User, sending all the information ciphered with the AUS KpubAUS: 
KpubAUS[PersonData, PayData, KPrivUser, KpubUser]; (e) AUS receives the data, deci-
phers it and registers the User. AUS responds to the Wallet with a new certificate 
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generated for the User: CertAUS
User, containing among other information the unique 

identifier of the User, its public key, the identification of the AUS its signature; (f) 
The wallet stores all the relevant information on the secure repository: 
KAES[CertAUS

User]. 

1.3   Components message exchange 

The process for the components to exchange messages and to verify the authenticity 
and validity of such messages is composed of the following steps: (a) The sender 
component (CSender) composes a message using the following syntax: SignK-
privCSender{CSenderID, Payload, CertAUS

CSender}; (b) The receiver component (CRe-
ceiver) receives the message and verifies the trust on the message. This trustability is 
assured in the following way: (a) CReceiver gets CertAUS

CSender and checks if it was 
issued by a AUS in which CReceiver trusts; (b)This verification can be conducted if 
CReceiver has also a certificate issued by AUS: CertAUS

CReceiver; (c) After the trust is 
established, the message signature can be verified and validated and CReceiver can 
trust its contents, and also in the component who has sent this message; (d) CReceiver 
can then process the message payload and return its results for the CSender; (e) CRe-
ceiver returns the following message to CSender: SignKprivCReceiver{CReceiverID, 
Results, CertAUS

CReceiver}. 

1.4   Payment information and services 

Payment of content usage is one of the questions that OpenSDRM also deals and 
incorporates mechanisms for payment. To provide this functionality a direct trust 
relationship must be established between the COS and the PGW. Therefore the COS 
needs to subscribe a PGW. The process to subscribe a PGW can be described as the 
following: (a) The COS connects to the AUS and asks the AUS which are the PGW 
available on the system. COS sends SignKprivCOS{COSID, RequestAvailablePGWs} 
to AUS; (b) AUS verifies the message, and returns an answer to the COS: SignK-
privAUS{<ListOfAvailablePGWs, CertAUS

PGW>}; (c) The COS selects one available 
PGW and sends to it a subscription request: SignKprivCOS{AUSID, SubscribePGW, 
CertAUS

COS}; PGW receives the request from the COS, validates its request and sub-
scribes the COS. Therefore, this PGW will be used to validate and process payments 
used by a given User. Using the payment service provided in OpenSDRM involves 
two steps: validating the payment instrument and capturing the payment. Validating 
the payment instrument allows the COS to trust the payment method supplied by the 
user, and that the transaction can be conducted without problems. Validating the 
payment involves the following steps: (a) The COS sends information about the pay-
ment details, namely information about the User order and the price to pay for it, to 
AUS: SignKprivCOS{COSID, UID, PGWID, PayData}; (b) AUS verifies and validates 
the COS request and checks the UID in order to retrieve the appropriate payment 
method choose by the User upon registration on the AUS. This data is ciphered with 
the public key of the PGW: KpubPGW[PaymentClearenceU]; (c) The AUS returns this 
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information for the COS, signing it: SignKprivAUS{KpubPGW[PaymentClearenceU]}; 
(d) This information is then passed by the COS to the PGW, requesting it to validate 
the payment transaction: SignKprivCOS{COSID, KpubPGW[PaymentClearenceU]}; (e) 
PGW validates the message and deciphers the User payment clearance, using this 
information to communicate to the corresponding Payment Infratructure, validating it. 
After, the PGW returns the result of the payment validation to the COS: SignK-
privCOS{PGWID, TransactionID}; This concludes the payment method validation on 
the PGW, assuring the COS that the services supplied to the User will be charged. 
The second step in the payment procedure involves the payment capture. This process 
requires that first a payment capture has occurred and second that the COS owns a 
TransactionID. The capture process can be described in the following: (a) COS sends a 
message to PGW: SignKPrivCOS{COSID, TransactionID}; (b) PGW validates the mes-
sage and verifies the TransactionID, in order to evaluate if that transaction is in fact 
pending, and processes the payment; (c) PGW returns and a result status to the COS: 
SignKPrivPGW{PGWID, TransactionID, Result}. 

1.4   License Production, download and expiry 

One of the major functionalities of the OpenSDRM platform resides on the fact that it 
can control the way the Users access and use the content protected by the platform. 
This process is ensured by the production of licenses. These are later applied on the 
content of the user on the client player by the appropriate set of IPMP tools. These 
licenses are produced and stored securely by the LIS, according to the choices made 
by the User and after the payment has been performed. The process can be described 
in the following steps: (a) The User selects a set of available conditions, that allow 
him to define the usage conditions (rights) of the content the User wants to access; (b) 
COS sends a message to the LIS, requesting the production of a new license, for a 
specific content, and for a given User: SignKprivCOS{UID, ContentID, LicenseCondi-
tions, CertAUS

COS}; (c) LIS receives the request, verifies it and validates it. LIS gener-
ated the license using the appropriate language and parameters, contacting after the 
AUS for ciphering the license data for the User: SignKprivLIS{License}; (d) AUS 
receives the data, retrieves the KpubUser and ciphers the received data: 
KpubU[License], returning it afterwards to the LIS: SignK-
privAUS{KpubUser[License]}; (e) LIS stores KpubUser[License]. When the User tries to 
access the content on the client side the player verifies that a license is needed to 
access the content. The player contacts the wallet to try to obtain the required licenses 
and corresponding keys to access the content. This process can be described in the 
following steps: (a) The player contacts the wallet to obtain the license for the Con-
tentID and UserID; (b) The wallet checks on its secure repository if a license for that 
specific ContentID is already there. If that is true than this license is returned for the 
player in order for the content to be deciphered and accessed, controlled by a set of 
IPMP tools. If the wallet doesn’t contain the license, it will request it from the LIS: 
SignKprivU{CertAUS

User, ContentID}; (c) LIS receives the data, validates it and re-
trieves the license from the database, passing  it to the wallet: SignKpriv-
LIS{KpubUser[License], CertAUS

LIS}; (d) The wallet receives the data from the LIS, 
validates the message and deciphers the license that is passed to the player. Also the 
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license is stored on the wallet secure repository for future accesses. The downloaded 
license is kept in the LIS for later crash recovery in an event of failure and later expi-
ration checks. Depending on the rights specified, a license will eventually expire. 
Rights such as a play count or a validity period may restrict the access to content to a 
certain number of times or to a certain time frame. The state of the license is main-
tained within the digital wallet. Upon expiration, for example when a play count 
reaches zero, the wallet automatically checks at the LIS for a new license for that 
particular content. If there is no license available and the user wants to continue with 
the consumption of the content he has purchase a new License as described before. 
The LIS also applies an internal checking algorithm to manage the state of its li-
censes. Licenses that expired will be removed from the LIS.  

2   Conclusions 

This paper presented and discussed the security aspects of an open platform for the 
multimedia content IPR. The focus was mostly in the description of the security pro-
tocol and secure message exchanging which is established among the different com-
ponents [4]. OpenSDRM relies on text-based communication. Therefore it defines a 
two layered security protocol [3]. OpenSDRM, contrarily to the normal operation 
followed by other DRM solutions, addresses DRM using an open approach, follow-
ing open standards and open-source software. Finally, it is important to stress the fact 
that although OpenSDRM is mostly an open-standards and open-source based solu-
tion, this doesn’t prevent that some parts of the system may be closed. An example of 
this is the fact that the authoring tools used to protect the content itself may be closed. 
Protection tools, such as watermarking algorithms and specific scrambling or encryp-
tion algorithms may be closed, although they are used on an open environment such 
as OpenSDRM. 
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Abstract. A fair trading protocol with off-line anonymous credit card payment
is proposed in this paper. The fair trading protocol provides an overall solution
for a trading process with off-line anonymous credit card payment. The fairness is
achieved for both the involved client and merchant. The client information about
credit card is anonymous in the protocol. The proposed protocol is based on the
general optimistic protocols for fair exchange with an off-line Trusted Third Party
(TTP). The financial institution for credit card service can be off-line in the fair
trading protocol. The TTP and the financial institution for the credit card service
are not involved in normal transactions and the running cost will be reduced.

1 Introduction

With the exploding growth of electronic commerce on the Internet, the issue of fairness
[1, 2] is becoming increasingly more important. Fair exchange protocols have already
been broadly used for applications such as electronic transactions [3, 4], electronic mails
[5, 6], and contract signing [7]. The fairness is one of critical issues in on-line transac-
tions and related electronic payment systems. Many electronic payment systems have
been proposed for providing different levels of security to financial transactions, such
as iKP [8], SET [9], NetBill[10] and NetCheque [11]. In a normal electronic commerce
transaction, there is always a payer and a payee to exchange money for goods or services
with each other. At least one financial institution, normally a bank, should be present in
the payment system. The financial institution will play the role of issuer for the payer
and the role of acquirer for the payee. An electronic payment system must enable an
honest payer to convince the payee of a legitimate payment and prevent a dishonest
payer from making other unsuitable behaviors. At the same time, some additional secu-
rity requirements may be addressed based on the nature of trading processes and trust
assumptions of the system. Payer, payee and the financial institution have different in-
terests and the trust between two parties should be as little as possible. In electronic
commerce, the payment happens over an open network, such as the Internet, the issue
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of fairness must be carefully addressed. There is no fairness for involved parties in the
existing popular payment protocols. One target of this paper is to address the fairness
issue in the credit card payment process. In the existing credit card protocols, the finan-
cial institution that provides the credit card service plays a role of on-line authority and
will be actively involved in a payment. To avoid the involvement of financial institution
in normal transactions and reduce running costs, some credit card based schemes with
off-line financial authority has been proposed [12]. Another target of this paper is to
avoid the on-line financial institution for credit card service in the normal transactions.

In this paper, we propose a fair trading protocol with off-line anonymous credit card
payment. The protocol addresses the fairness and privacy of the trading process and its
associated payment. The credit card is anonymous and an on-line credit card service
from a financial institution is not necessary during the processing of a payment. The
TTP and financial institution for credit card can be both off-line, the proposed proto-
col has better availability and reliability and is more efficient than other solutions with
more on-line components. The technique of proof of equivalence of discrete logarithm
to discrete log-logarithm [13] is the essential tool in the constructing of our fair trad-
ing protocol. In section 2, the electronic payment with off-line anonymous credit card
is discussed. In section 3, we propose a fair exchange protocol with off-line anony-
mous credit card based payment. Finally, section 4 concludes the paper with some final
remarks.

2 Electronic Payment With Anonymous Off-line Credit Card

Credit card payment is currently the most popular of all on-line payment methods.
There are at least three parties involved in this kind of payments: Client, Merchant and
Bank. The client is the buyer or service user who will make the payment. The merchant
is the goods or service provider who will receive the payment. The bank is the financial
institution that provides credit card service and guarantees the transfer of money value
from the client to the merchant. The bank acts as the issuer of credit cards to clients and
acquirer of payment records from merchants. For one payment, the issuer and acquirer
can be same or different, clearing between the issuer and the acquirer will be done
using existing financial networks. There is an on-line financial authority in the existing
electronic credit card protocols [8–11]. The authors in [12] have proposed a credit based
payment scheme in which the financial institution is not necessary on-line. Merchant
can ensure the authenticity of the credit cards without the help of an on-line authority
organization. Firstly, the client applies for a digital credit card from the bank. After the
credit check, if the client is approved to have it, the digital credit card is delivered to the
client through a secure channel. The credit information of the client is anonymous with
the technique of no-interactive equality proof [16].

The digital credit card contains at least the following information:

– client’s ID
– hi = gx

i mod q, i = 1, 2, . . . , l, where gi ∈ Z∗
p are the common generators, x

contains the credit card number, PIN number, other confidential information and
salt.

– credit amount A

187



Fair Trading Protocol With Off-line Anonymous Credit Card Payment 3

– expiry date E

The digital credit card token is of the form C = < C, h1, h2, · · · , hl, E, A >skb. It
has the signature of the bank. If a client sends his digital credit card to a merchant, the
merchant can know the credit amount, the expiry date and can check the signature of
the bank but can not know the credit card number and PIN number. The client must
prove to the merchant that he knows the secret (credit card number, PIN number and
other confidential information in the credit card) without revealing the secret to the
merchant. Using the technology of equality proof of knowledge, the client chooses a
random number r, r ∈ Z∗

p to compute ai = gr
i mod p for all i = 1, 2, . . . , l. The pair

{c, z} is calculated as:

c = H(g1||g2|| · · · ||gl||a1||a2|| · · · ||al||h1||h2|| · · · ||hl),
z = cx + r mod p.

The client will send {c, z, p, g1, . . . , gl, a1, . . . , al, h1, . . . , hl} to the merchant and the
merchant can use the following equation to check the validity of the digital credit card.

gz
i

?= hc
iai mod p.

In any case, the merchant has the option to get confirmation from the authority orga-
nization for higher level of assurance. The credit card is anonymous and the financial
authority is normally off-line.

3 Fair Trading Protocol with Off-line Anonymous Credit Card
Payment

Based on the well-known optimistic protocol for fair exchange[14, 15, 17], we will pro-
pose a generic fair trading protocol with off-line anonymous credit card payment. The
proposed protocol is an overall solution with the off-line TTP and off-line financial in-
stitution for credit card service. The credit information of the client is anonymous in the
protocol.

3.1 Notations

Here we give the general notations which will be used in the description of the fair
trading protocol.

(1) Parties:

– C: Client
– M : Merchant
– TTP : Trusted Third Party
– B: Bank (Financial Institute for Credit Authority)

(2) Public Key Cryptosystems:
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– PKX: Public key of user X.
– SKX: Private key of user X.
– Penc(PKX, m): Encryption of message m with public key PKX .
– Pdec(SKX, c): Decryption of ciphertext c with private key SKX .

(3) Digital Signature Schemes:

– pkx: Verifying key of user X .
– skx: Signing key of user X .
– < m >skx: Creation of signature of m under signing key skx.
– Sveri(pkx,< m >skx, m): Verification of signature < m >skx on message m, true

for valid and false for invalid.

(4) Other items:

– tx : Timestamp generated by party X .
– H(m): Hash function on message m.

3.2 System Setup

There are four parties in our protocol, they are Client, Merchant, TTP and Bank. Client
has a pair of public and private keys: PKC and SKC, and a pair of signing and ver-
ifying keys: skc and pkc. Merchant has a pair of public and private keys: PKM and
SKM and a pair of signing and verifying keys: skm and pkm. TTP has a pair of public
and private keys: PKT and SKT . We will employ the technique of proof of equiva-
lence of discrete logarithm to discrete log-logarithm. The above key pairs must follow
some overall rule of the whole system. This means that these key pairs must be setup
based on the same set of algorithms and parameters. If necessary, the signature scheme
of TTP, public key cryptosystem of bank and signature scheme of bank can be defined
independently. They need not follow the same set of algorithms and parameters.

At first, we choose three primes to set up the system. The three primes are p, q
and q′, which are of the form p = 2q + 1 and q = 2q′ + 1. We will use ElGamal
cryptosystem for encryption and decryption and a DSA-like scheme for signature.

Public Key Cryptosystems q is the prime number for the ElGamal cryptosystem. Z∗
q

is a intractable multiplicative group with order q − 1. G is a generator of Z∗
q . SKX

is the private key and PKX is the public key. PKX = GSKX mod q and SKX ∈
{1, 2, . . . , q − 2}. The ciphertext of m under PKX is:

cx = Penc(PKX, m) = (W, V )

where W = Gwmod q and V = m(PKX)wmod q, w is randomly chosen from
{1, 2, . . . , q − 2}. The message after decryption is:

m = V ·W−SKXmod q
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Digital Signature Scheme p is the prime number for the DSA-like digital signature
scheme. Z∗

p is a intractable multiplicative group with order p − 1. g is a generator of
Z∗

p . skx is the signing key and pkx is the verifying key. pkx = gskx mod p and
skx ∈ {1, 2, . . . , q − 2}. The signature of m under pkx is :

< m >skx= (r, s)

where r = gkmod p and s = k−1(h(m) + r · skx)mod q. k is randomly chosen from
{1, 2, . . . , q − 2} and h(. . .) is the hash function.

For verification of signature, Sveri(pkx,< m >skx, m) is to check

rs ?= gh(m) · (pkx)rmod p

Construction of Important Tokens In this section, we will give details of digital to-
kens used in our fair exchange protocol with credit card based payment.

(1) Credit Card
The token for credit card is of the form

C = < C, l, h1, h2, · · · , hl, E, A >skb

The credit token contains the client’s identity C, the confidence level l, the expiry date
E, maximum credit amount A and hi = gx

i mod p, where gi ∈ Z∗
p are common genera-

tors for i = 1, 2, · · · , l, where x is the concatenation of PIN number, credit card number
and salt. The credit token is signed by the bank using its private key skb.

(2) Payment Slip
The data in the payment slip is

SlipData = C,M,O, $, tc, H(C,M,O, $, tc),

where M is ID of merchant, O is the order, $ is the amount of money and currency type
and tc is the timestamp generated by the client C.

The payment slip token has the form

Slip =< SlipData >skc,

The payment slip is signed by the client with private key skc.

(3) Encrypted Payment Slip
The encrypted payment slip token is

CS = Penc(PKT, Slip).

The client’s payment slip is encrypted under the TTP’s public key PKT . If necessary,
TTP can open it with its private key SKT .

(4) Certificate of Encrypted Payment Slip
CSCert is the token to prove CS is a ciphertext of S without disclosing the signature.
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Here, we will give all the details of construction CS and CSCert. p and q are the two
prime numbers used in our system. The client has a pair of signing key and verifying
key {skc, pkc}, g is a generator of Z∗

p and pkc = gskcmod p. The TTP has public key
and private key {PKT, SKT}, G is a generator of Z∗

q and PKT = GSKT mod q.
For encryption of message m, we have the following:

Penc(PKT, m) = (W, V ) mod q,

where W = Gw and V = m(PKT )w, w ∈ {1, 2, · · · , q − 2} is a randomly chosen
number.

The signature scheme works as follows: Choose a random k ∈ Z∗
q , the signature

has the form

Slip =< SlipData >skc ≡ (r, s)

where r = gk mod p and s = k−1(H(m) + r × skc) mod q and pkc = gskc mod p.
Slip is the payment slip.

Encrypting the above payment slip Slip with PKT , we have, Penc(PKT, Slip) =
(W, V ). The encrypted payment slip with signature is then given as follows:

CS = {r, W, V },
where W = Gw mod q, V = s(PKT )w mod q.

With transformation x = G, y = W−1 mod q, z = PKT , X = rV mod p,
Y = gH(S)(pkc)r mod p and α = −w, choose wi ∈ {1, 2, · · · , q − 2}, then

t(xi) = xwi mod q, t(Xi) = Xzwi mod p

and

c = Hl(x||y||z||X||Y ||t(x1)||t(X1)|| · · · ||t(xl)||t(Xl))
c = c1c2 · · · cl

ri = wi − ciα mod q − 1

(R, c) is the certificate CSCert for CS .
The process of verification is to check,

c = Hl((x||y||z||X||Y ||u1||U1|| · · · ||ul||Ul)

where ui = xriyci mod q, and

Ui =

{
Xzri mod p if ci = 0
Y zri mod p if ci = 1

3.3 Fair Trading Protocol

Based on the tokens defined in the last subsection, our fair trading protocol is con-
structed. The fairness of the trading between a client and a merchant is guaranteed.
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Fair Trading Protocol

Merchant Client
1. <offer>skm−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

2. Pencr(PKM, SlipData), CS , CSCert←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3. Pencr(PKC, <Goods>skm)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

4. Pencr(PKM, Slip)←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

For the above protocol, if both the client and the merchant perform properly, the TTP
will not be involved. The details of the protocol are as follows:

1. In step one, the merchant sends his signed offer to the client. The offer should
contain the description of the Goods and related trading information, such as price,
valid date etc. The client checks the offer, and if client is not satisfied with the
offer, he can quit the protocol, and therefore it is fair for both parties.

2. In step two, the client sends the merchant his credit card C, order information O,
amount of money and currency type $ and time stamp tc, encrypted payment slip
CS and the certificate CSCert. The encrypted payment slip CS is encrypted with
TTP’s public key. The merchant checks the validity of the above data, and espe-
cially, the credit information and encrypted payment slip.

(1) The merchant checks credit information with equality proof of knowledge (see
section 2).

(2) The merchant uses CSCert to check CS is the ciphertext of the payment slip
Slip signed by the client (see section 3.2).

If the merchant finds anything wrong in the above verification, he will quit the
protocol, and the protocol will be fair for both parties.

3. In step three, the merchant sends Pencr(PKC, < Goods >skm) to the client. If
the Goods is consistent with the offer, the client will continue the protocol. If the
Goods is inconsistent with the offer, the client quits the protocol. If the merchant
believes that it is not fair, he needs to require TTP to run the resolve protocol.

4. In step four, the client sends Pencr(PKM, Slip) to the merchant. If the merchant
can not get the payment, the merchant will ask TTP to run resolve protocol.

If the merchant can not get the payment, the merchant will ask TTP to run the following
resolve protocol:
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Merchant TTP Client

<offer>skm, SlipData, CS , <Goods>skm−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

if unfair to merchant then con-
tinue else abort

Pencr(PKM, Slip)←−−−−−−−−−−−−−−−−−−− Pencr(PKC,<Goods>skm)−−−−−−−−−−−−−−−−−−−→

In the completion of the resolve protocol, the merchant has the payment and the client
has the goods.

3.4 Properties of Fair Trading Protocol

Some general properties of cryptographic protocols such as integrity and confidential-
ity are not included in this section, even our fair trading protocol have these properties
and can satisfy the related security requirements. Our discussions here only focus on
the properties we have emphasized in the design and construction of the fair trading
protocol. The fair trading protocol has perfect fairness and high efficiency and provides
good availability & reliability of the involved services. The sensitive information (credit
card) has untraceability & privacy in the fair trading protocol.

(1) Fairness

If both the merchant and the client behave according to the fair trading protocol, when
protocol has completed, client has received the goods and merchant has received the
payment. For the client, if something is wrong, he can quit the trading protocol after
step three and the whole protocol is fair. For the merchant, if something is wrong after
step three, he can bring offer, SlipData, CS , Goods to TTP. TTP will check the sta-
tus. If it is really unfair to merchant, TTP will send the Goods to the client and send the
Slip to the merchant. The protocol is fair against cheating attempts by either merchant
or client. The protocol is fair in case of system failures as well. The fair trading protocol
and the associate resolve protocol can guarantee the trading protocol to be fair in any
case.

(2) Efficiency

In normal case, the TTP is off-line and the credit card service from a financial in-
stitution is off-line as well. The TTP is only involved when one party misbehaves or
system failure happens. The protocol is more efficient than protocols with more on-line
components. Computation and communication overheads are reduced to the minimum.

(3) Availability and Reliability

We compare two protocols A and B. If protocol A has one more on-line component than
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protocol B and all other parts of the two protocols are the same, the on-line component
of protocol A has some chance to be unavailable or unreliable because of network prob-
lem, system failure or evil behaviors from involved parties or other attackers. Protocol
A has less availability and reliability than protocol B. In the fair trading protocol in this
paper, TTP and credit card service from a financial institution are off-line in normal
case, the protocol is more available and reliable than other protocols with more on-line
components (TTP is on-line, the credit card service is on-line or both of them are on-
line).

(4) Untraceability and Privacy

The client uses the credit card to pay on the Internet in the fair trading protocol. Un-
traceability of the credit holder is a necessary or desirable characteristic of this kind
of trading protocols. In our fair trading protocol, the credit card is anonymous, the un-
traceability and privacy of the card holder is achieved.

4 Concluding Remarks

We have introduced our fair trading protocol with off-line anonymous credit card pay-
ment over the Internet. The fairness for involved client and merchant is achieved in the
protocol and the client is anonymous in the credit card payment. The TTP is off-line and
the financial institution for credit service can be off-line as well. The details of digital
constructions for credit card payment and fair trading process are provided in this paper.
The technique of proof of equivalence of discrete logarithm to discrete log-logarithm is
employed as the main building block to construct the protocol. The protocol provides a
generic overall solution for fair on-line trading with credit card payment. The involve-
ment of TTP and the on-line financial institution for the credit card service is reduced
to the minimum. Our protocol has better efficiency and availability than protocols with
more on-line components. The protocol can be used as the starting point to build some
complicated protocols in on-line environment, such as on-line gambling protocols.
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Abstract. The risks from participating in P2P transactions are rela-
tively high. To mitigate such risk a reputation scheme could be applied.
Reputation schemes have emerged as a promising means for enabling
electronic transactions with strangers. In order to gain optimal results
from the reputation scheme, the privacy of feedback provider should be
correctly addressed. The feedback provider should be allowed to leave a
feedback without fear of retaliation. Unlike in centralized schemes, pri-
vacy seems impractical for P2P systems especially when accountability
of feedback is also required. This paper considers how privacy can still
be provided within the accountability requirement.

1 Introduction

Peer-to-peer (P2P) systems are becoming a popular medium for e-commerce.
Intuitively, these systems offer several advantages compared to centralized sys-
tems such as being cheaper, more convenient, faster, and also allowing expanded
scalability of the systems. Nevertheless, the risks from participating in P2P trans-
actions are relatively high. It is easy to create a phantom transaction and based
on such a transaction feedback is given and calculated to produce the reputation
rating. Typically this happens because there is no trusted authority to monitor
a transaction conducted between a peer and its counterpart.

In contrast, in a centralized system for example, eBay3, each transaction is
monitored by an authority. This measure ensures that the submitted feedback is
based on completed transactions. P2P systems commonly have different require-
ments compared to centralized systems. In the context of reputation schemes,
P2P systems require peers themselves to calculate and manage their reputation
value on their own. P2P systems may be roughly divided into two categories.
The first category is pure P2P systems while the second is mediated P2P systems.
The former operates without involvement of an authority while in the latter the
authority participates in certain tasks. In terms of practicality the mediated sys-
tems are preferred as it is easy to cheat in the pure P2P systems. In addition,
use of unaudited information makes pure P2P unsuitable for formal e-commerce.

It is vital to monitor each transaction that takes place in the P2P systems
to prevent false feedback. Recently, Fahrenholtz and Lamersdorf [5] proposed a
3 http:www.ebay.com



hybrid solution (known as the FL scheme hereafter) which combines centralized
and distributed methods to monitor transaction activities. There is an authority
known as a portal to monitor the feedback process conducted between a peer and
its counterparts. Unlike the centralized system, the reputation scheme in the FL
scheme is managed by a peer itself. Although the FL scheme seems promising
against a false feedback it lacks privacy. No privacy is provided for the feedback
provider while submitting feedback. As a result the link between the feedback
provider and the submitted feedback is available to the recipient.

Privacy is a vital topic in many electronic systems such as e-voting, e-cash
and e-auction. This is equally true for reputation systems. In fact, privacy can
help to solve the problem of collecting sufficient negative feedbacks. The feed-
back providers are usually reluctant to leave negative feedback, even when it is
appropriate, for fear of retaliation. Unlike the centralized systems where privacy
may not be difficult to implement privacy seems hard for P2P systems.

Another vital property of reputation scheme for P2P systems is account-
ability. Accountability here means that each feedback should be legitimate. To
achieve this property each feedback needs to be signed by the feedback provider.
However, by signing the feedback the identity of the feedback provider can easily
be traced. Therefore, privacy and accountability seem to contradict one another.
This conflict has motivated us to explore a novel way of providing sufficient pri-
vacy while at the same time ensuring that accountability of the feedback is not
compromised.

In this paper a reputation scheme for P2P systems is applied in which peers
calculate and store their reputation on their own without any involvement from
an authority. The authority functions as an entity to monitor the process of
delivering feedback to appropriate participants. This is vital to ensure privacy is
preserved and at the same ensuring feedback is based on a legitimate transaction.

Contribution. The contributions of the paper are twofold: analyzing the secu-
rity of the Fahrenholtz and Lamersdorf scheme and introducing privacy to the
scheme.

Organisation of the paper. The remainder of the paper is structured as fol-
lows. Section 2 lists related work. Section 3 reviews the Fahrenholtz and Lamers-
dorf scheme. Section 4 presents our proposal. Finally section 5 discusses several
issues and then concludes the paper.

2 Related Work

To understand the implementation of privacy in the reputation scheme, consider
a scenario of evaluating the performance of a lecturer in a University. At the end
of a semester registered students will be given an evaluation form so that they
can leave feedback on the performance of lecturers. To protect the privacy of
the students, they are not required to write their names on the evaluation form.
By doing so the link between the feedback and students is untraceable. Usually
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a trusted party ensures that only enrolled students can give feedback and each
student can only complete one evaluation form. In the context of e-commerce,
the feedback providers are the registered students, the feedback targets are the
lecturers and finally the authority refers to the university authority.

Recently, a number of reputation schemes for P2P systems have been pro-
posed for various purposes [3–7]. Gupta et al. [6], for example, proposed a scheme
to calculate peers’ reputation with the help of an authority known as a central-
ized reputation calculation agent (CRCA). CRCA is used to maintain consis-
tency in calculating the submitted feedback to produce reputation for peers. In
addition, it also can prevent manipulation of the reputation. Since the scheme is
aimed at P2P systems the reputation is returned to peers to manage. The scheme
is also concerned with protecting the submitted feedbacks from being manipu-
lated by requiring the feedback provider to encrypt and sign the feedback before
sending it to CRCA.

Cornelli et al. [3] and Damiani et al. [4] have proposed two schemes (the basic
and advanced schemes) to seek a reputable ‘servent’ (a combination of client and
server) for downloading files in P2P systems. Both the schemes employ voting
mechanisms to evaluate recommendations collected from others in searching for
a reliable servent. An entity receiving the higher vote is a reputable entity. The
basic scheme provides partial privacy as it hides the identity of the feedback
provider but IP address is in clear form. The IP address is required to verify the
vote’s origin. The advanced scheme, on the other hand, discloses the identity of
voter so that the voter credibility can be assessed. Integrity and non-repudiation
of the feedback are assured via encryption and signature mechanisms.

Liau et al. [7] proposed a reputation scheme for P2P systems based on cer-
tificate mechanisms. This scheme is a pure P2P reputation scheme; a peer itself
is in charge on the management of reputation. This improves the storage and
integrity of the reputation rating. The reputation certificate is propagated and
evaluated before it can be accepted as a reputation reference. The checking of
the reputation certificate is conducted by contacting the recent preceding rater.
In a case where the preceding rater is not available the next predecessor rater
should be contacted and so on until an available preceding rater is found. To
preserve the integrity of the reputation certificate the rater signs the updated
certificate.

In all the schemes above the privacy of the feedback provider is not given a
fair treatment. Rather the schemes are focussed on how to provide integrity of
the feedback. However, we argue that to collect a sufficient amount of feedbacks,
especially negative feedback, privacy should be seriously taken into account.
Otherwise the problem of eliciting negative feedback remains unsolved. Privacy
in fact empowers participants to leave negative feedback when appropriate with-
out fear of possible retaliation. Table 1 presents properties hold by the reviewed
schemes. The • denotes a full feature is available while ? denotes a partial feature
is provided. Out of three schemes reviewed, we choose to improve the scheme
due to Fahrenholtz and Lamersdorf because it has two suitable features for P2P
systems. The first feature is a monitor mechanism to check that transactions

198



Table 1. Summary of properties in several reputation schemes
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Liau et al. scheme • •
Cornelli et al. scheme • • ?

Damiani et al. scheme • • ?

Gupta et al. scheme • •
Fahrenholtz and Lamersdorf scheme • • •

have been conducted by the peers. By doing so a feedback is assured to be based
on a legitimate transaction. The second feature is a mechanism which prevents
peers from discarding unfavorable feedback collected by them.

3 Fahrenholtz and Lamersdorf Scheme

Fahrenholtz and Lamersdorf [5] proposed a distributed reputation scheme for
P2P networks. In the FL scheme an entity called a portal is used to monitor
transactions conducted between peers. The portal also records the number of
transactions conducted, as well as the number of feedbacks obtained by each
peer. This is achieved via the use of ticket and nonce. The ticket typically con-
tains identification of a peer and its counterpart, and the nonce. The nonce is
extracted from the transaction ticket and it needs to be submitted alone with
the questionnaire form. These mechanisms can prevent peers from discarding
unfavorable feedbacks collected. To achieve integrity and non-repudiation of the
feedback each one will be encrypted and signed before sending it one to another.

3.1 Outline of FL Scheme

Figure 1 shows the entities in the scheme and their interactions. There are two
types of entities in the scheme; a trusted third party (TTP) known as a portal
and the peers. The peers are required to register with the portal before com-
mencing with a transaction. Each peer is required to create a key pair (private,
public) when completing the registration. The scheme contains five phases; au-
thentication of reputation management system subjects, service location for a
context-specific transaction partner, selection of transaction partner, domain de-
pendent transaction and rating partner. For simplicity we only review phase 2
and 5 (for further details consult [5]).

– System Setup. Let U1 and U2 be two peers who want to transact one to
another, and A be an authority. The identities of U1 and U2 are denoted by
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Fig. 1. Abstract View of FL scheme

idU1 and idU2 , respectively. SX(m) denotes that m is signed by X, EY,Z(m)
denotes m is encrypted using a shared key between Y and Z, and trans-
action tickets for U1 and U2 are denoted by dA,U1=(idU1 , idU2 , rA,U2) and
dA,U2=(idU1 , idU2 , rA,U1), respectively. The notations rA,U1 and rA,U2 repre-
sent the nonce issued by an authority A for user U1 and U2, respectively.

– Transaction Partner Selection. Identification of a suitable partner must
take place before a transaction begins and it is assumed that this process has
already taken place beforehand. Rather we continue to the next step where
U1 requests the authority A to issue transaction tickets to itself and its
counterpart. Upon receiving this request, two tickets dA,U1 , dA,U2 are issued
and signed by A where dA,U1 is for the transaction ticket for U1 and dA,U2

is for U2. To ensure confidentiality and integrity of these tickets, they are
encrypted with the key shared between A and U1, and A and U2, respectively.
The following are the protocol messages sent by A.

1. A → U1 : EA,U1(dA,U1 , SA(dA,U1))
2. A → U2 : EA,U2(dA,U2 , SA(dA,U2))

– Rating of Partner. Upon completing the transaction, U1 and U2 can start
to rate the performance one to another. U1 sends the Q′naireCxt,U1 along
with the nonce to U2, and vice versa. Upon receiving the Q′naireCxt,A, U1

and U2 can start to fill it with a feedback before sending it to one another.
To protect the integrity of the Q′naire, it is encrypted with the key shared
between U1 and U2. To confirm that the completed Q′naire has already been
submitted to one another U1 and U2 send the nonce to A. The nonce can be
extracted from the transaction ticket. Upon receiving the nonces A sends an
acknowledgement to both U1 and U2 to indicate the status of the sending
nonce: either it is fine or an error is reported. The nonce functions as a means
to prevent U1 and U2 from discarding unfavorable feedbacks. The protocol
executed is described as follows.

1. U1 → U2 : EU1,U2(Q
′naireCxt, SU1(Q

′naireCxt,U2), rA,U2)
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2. U2 → U1 : EU1,U2(Q
′naireCxt,U1 , SU2(Q

′naireCxt,U1), rA,U1)
3. U1 → A : EA,U1(rA,U1)
4. U2 → A : EA,U2(rA,U2)

3.2 Analysis of the FL Scheme

Notation. Let NU be the number of transactions carried out by user, FA de-
notes the number of nonces received by the authority, FU denotes the number
of feedbacks obtained and recorded by the user.

The behavior of the relying party depends on the relative sizes of NU , FA

and FU . We consider several different cases.

1. NU = FA = FU.
This outcome means that the number of transactions made by a user U is
equal to the number of feedbacks for the user recorded by the authority and
the user. This is an ideal case where all the participants follow the protocol
honestly. Typically in this case the reputation rating of the user is accepted.

2. FU = FA and FU < NU.
This outcome means that the number of feedbacks recorded by user U is
equal to the number of feedback recorded by authority but it is less than the
number of transactions recorded by the authority. There are occasions when
some feedback providers may not return their feedback after completing the
transactions. This could be quite common especially when there is no reward
for submitting a feedback. In addition, fear of the consequences due to the
given feedback is another factor which causes lack of interest to leave a
feedback. In this case the reputation of the peer is commonly accepted.

3. FU > FA and FA = NU

This outcome means that the number of feedbacks recorded by user U is
greater than the number of feedbacks and transactions made and recorded
by the authority. The user may create some phantom feedbacks in order to
boost his reputation. Thus, in this case the reputation of the user is not
accepted.

4. FU < FA and FA = NU

This outcome means that the number of feedbacks recorded by a user U
is less than the number of feedbacks and transactions made recorded by
the authority. The user may have discarded some of unfavorable feedbacks
submitted for him. The reputation of the peer is not accepted.

5. FU > FA and FU < NU

This outcome means that the number of feedbacks recorded by a user U is
greater than the number of feedbacks recorded by the authority but less than
the number of transactions made. Some feedback providers may choose not
to return their nonces to A. As a result A’s record on the number of nonce
received will be less than the number of feedback record by the user. The
reputation of the user could be accepted depending on a proof provided by
the user.
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Although the FL scheme provides sufficient protection from the outsider at-
tacks it is exposed to attacks by the internal players. For simplicity the commu-
nication line is assumed reliable. The nonce is always reached to the authority.
In the FL scheme the portal is a trusted party. However, this may not be valid
in some cases. We would like to point out some important facts regarding the
above outcomes. For example, in case 2 an attack could be launched by the dis-
honest portal. The portal may learn the number of transactions conducted by
U1, as well as the number of feedbacks collected by U1 from the returned nonce.
With this knowledge a phantom nonce can be added to U ’s account. As a result
U1’s reputation could be rejected as there is discrepancy in the record of the
authority and U1.

A major restriction the FL scheme possesses is that the feedback target may
learn the link between the feedback provider and the feedback because it is in
clear form. As a result the feedback providers may be reluctant to leave honest
feedback especially in the case of negative feedback due to the consequences they
may suffer later. In a real e-commerce environment negative feedback is needed
to counterbalance positive feedback so that the produced reputation can reflect
true behavior of users.

4 Improved Scheme

We propose an improvement of the FL scheme by introducing privacy as the
major concern. The players and processes are similar to the FL scheme. To ensure
that privacy can be achieved the number of a peer’s counterparts should be more
than one, and preferably a large number. This requirement is essential to allow
unlinkability. The importance of unlinkability to maintain privacy is discussed by
Maitland et al. [8]. Without sufficient number of players privacy seems impossible
to implement. Another vital consideration is the timing of delivering of the
feedback. If the feedback is sent immediately after the transaction is completed
then the link between the feedback and the feedback provider can easily be
formed. To avoid such undesirable outcome delay of the delivery of the feedback
to a certain time later could be undertaken. This could either be a randomised
delay, or delivery of feedbacks could be batched after a threshold number of
feedbacks has been received.

Unlike the FL scheme, our proposal does not use shared keys. Instead the
peers use their counterpart’s public key to encrypt the feedback. However, we
follow the practice of FL scheme in managing the administrative task. The au-
thority is still responsible for issuing a nonce to each peer. The nonce must to
be obtained before a transaction can take place. Besides issuing the nonce, the
authority also maintains a record of the returned nonces.

There are six phases in our proposal; requesting nonce, preparing and send-
ing token, signing and sending legitimate token, submitting feedback, calculat-
ing feedback and showing reputation. In our improved scheme, registration of
participants is not required. Thus, each participant is assumed to have a valid
certificate issued by the certificate authority CA.
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There are several options can be taken to construct our improved scheme.
One can construct a scheme based on ring signature schemes [9]. Ring signatures
allow the identity of the signer to be hidden from recipients while retaining the
important advantage of enabling accountability of feedback to be achieved. Thus
the two characteristics we require for reputation schemes are provided. However,
this option does not seem very practical to be implemented as it requires vastly
more computation to verify the signatures. There are two types of computation
required. The first is to verify signature of the n members in a ring signature
for a feedback provider. The second is to verify each of the d feedback providers.
As a result there are d × n computations are required. A second option is to
implement a scheme based on a bilinear ring signature scheme. This scheme
reduces the inefficiency faced by the first option but like the first scheme it is
still too inefficient to be really practical. To overcome this inefficiency, a token
based scheme is proposed. Since our scheme follows the same process as the FL
scheme where a nonce is required to be obtained before starting a transaction
this phase is not considered in the following protocol.

4.1 Protocol of the Scheme

The following protocol uses several notations as follows: IDFP denotes an iden-
tification of the feedback provider, EX denotes encryption using X’s public key
and SigX denotes signing using X’s private key.

Preparing and Sending Token. FP prepares the transaction particulars m.
The content of m can be the date of transaction, the feedback target’s identifi-
cation, the amount of transactions and the given feedback. To ensure integrity is
achieved a pair (IDFP , m) is encrypted using TTP’s public key before sending
it to TTP for signing. In a variant of this procedure the token could be created
using electronic cash technology [2]. A coin is issued by the TTP for a particular
transaction and when submitting feedback the coin payment protocol is used.
The advantage of this option is that the feedback value can be hidden from the
TTP, but there is an extra computational cost. We do not consider this option
further in this paper.

FP → TTP : ETTP (IDFP ,m)

Signing and Sending Legitimate Token. Upon receiving the pair (IDFP , m)
from FP , TTP decrypts it and then verifies the correctness of m against a
database of transactions maintained by TTP itself. If the verification is suc-
cessful m is signed by TTP and then encrypted using the FP ’s public key. To
complete the phase, TTP sends m to the feedback provider. The signed m is
considered a legitimate token. Only the legitimate token can be used for sub-
mitting a feedback. Without using the legitimate token the feedback will not be
counted for calculation of reputation. A nonce is also issued by TTP and then
submitted to FP .

TTP → FP : EFP (SigTTP (m), nonce)
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Submitting Feedback. FP sends to FT the legitimate token m which consists
of the feedback. To protect integrity of the legitimate token, m is encrypted using
the feedback target’s public key. FP also send the nonce to FT .

FP → FT : EFT (SigTTP (m), nonce)

Calculating Feedback. Upon receiving m, FT decrypts and then verifies the
TTP’s signature on m. If the verification is successful the legitimate token is
accepted otherwise it is rejected. The accepted token is then used to calculate
the reputation of the feedback target. FT sends the nonce to TTP to confirm
the feedback is received from the feedback provider. However, FT does not who
is the feedback provider.

TTP sends a signed list n to the feedback target. The list n consists of number
of the legitimate tokens issued by TTP for the feedback target. n is important
to prevent the feedback target from discarding the submitted legitimate tokens.
In addition, n also acts a means to convince the relying party that the calculated
reputation is based on the submitted feedback.

A → FT : EFT (SigTTP (n))

Showing Reputation. Before a transaction can commence, FT sends the cal-
culate reputation and n to the relying party so that the relying party can evaluate
the validity of reputation. Due to a possibility of having huge number of tokens
to be verified the relying party could batch them. The scheme proposed by Bel-
lare et al. [1] can be employed which save the computation of verification. The
relying party has to verify two signatures: the TTP’s signature on the tokens
and the TTP’s signature on the list n.

5 Analysis

Privacy. The improved scheme achieves conditional privacy where the feedback
provider is hidden from public except TTP . However, it requires trust to be
placed on the trusted third party not to reveal the identity of the feedback
provider otherwise the privacy of the feedback provider is compromised. In other
words TTP is assumed honest in performing its task. However, in a case where
this assumption is difficult to implement, for example, in the presence of the
dishonest TTP then threshold schemes could be implemented. This means a
number of TTP is required in which each individual TTP shares a portion of
identity of the feedback provider. Without sufficient number of TTP to form
the identity of the feedback provider, the privacy of the feedback provider is
preserved.

6 Conclusion

An analysis conducted on the scheme of Fahrenholtz and Lamersdorf reveals a
few security concerns. We have proposed an improved reputation scheme which
is based on the FL scheme. The improved scheme provides privacy for feedback

204



providers while submitting a feedback. With this property the feedback providers
can leave negative feedback without fear of retaliation from the other parties.
The token based solution is suitable to provide a simple privacy protection and
furthermore it is efficient in terms of computation required to verify signatures.
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Abstract. Security managers and network engineers are increasingly required 
to implant corporative spam-filtering services. End-users don't want to interact 
with spam-classify applications, so network engineers usually have to 
implement and manage the spam-filtering system at the e-mail server. Due to 
the processing speeds needed to put these solutions into work at the server 
level, the options at hand are reduced to applications of the black-list/white-list 
type. This is the reason behind the fact that most applications based on AI 
techniques run only on the client side, particularly those based in the Naïve 
Bayes scheme, which has proved to be one of the most successful approaches to 
fight against spam, but nowadays is not as fast as other techniques and still not 
able to process the high amount of email traffic expected at a mail server. 
However, spam mutates and the spamies techniques have quickly evolved to 
easily pass the traditional black/white list applications, so there is a compelling 
need for the use of more advanced techniques at the server level, notably those 
based in the Naïve Bayes algorithm. This article explores this possibility and 
concludes that, simple improvements to a well-known Naïve-Bayes technique 
(CRM114[2]), following some ideas suggested in [8], could turn this algorithm 
into a much faster and significantly better one that, due to these improvements 
in speed, could be used at the server level. 

1 Introduction 

The problem of automatically filtering unwanted email messages is one of  increasing 
importance, since bulk emailers take advantage of the great popularity of the 
electronic mail communication channel for indiscriminately flooding email accounts 
with unwanted advertisements. There are many factors which contribute to the 
proliferation of unsolicited spam, specially the inexpensive cost of sending email[14], 
and of obtaining pseudonyms[15]. On the other hand, we have the high cost 
associated with users receiving spam[2] and the network overflow. 
 
The spam filtering problem can be seen as a particularly instance of a Text 
Categorization problem where the classes are Spam or Ham. In recent years, a  vast 



 

amount of techniques have been applied to solve this problem. Some of the top-
performing methods are Learning Rules that Classify e-mail[20](1996) based in the 
RIPPER algorithm, Ensembles of Decision Trees[16](1999), Support Vector 
Machines[17](1998), Boosting[18](2000), and Instance Based Learning[19](2000). 
Nowadays, advanced Naive Bayes methods are the top-performing ones, coming from 
Paul Graham principles for spam-classifying [3], and some basic improvements 
[4](2003). The false positives go from 0,3% to 0,06%, and the detected spam from 
99,5% to 99,75%[4]. 
 
On this paper we are going to explain principles that makes CRM114 one of the best 
accuracy filtering application. We after compare the design features and obtained 
results with other state-of-the-art applications, and expose our approach to the 
problem modifying CRM114 behavior on window size for empirically comparing 
accuracy versus speed, and on features text extraction, introducing the concept of 
virtual feature, that will finally modify the original SBPH polinomy used on 
CRM114. We present two experiments results and we extract some conclusions. 

2 Sparse Binary Polynomial Hashing  (SBPH) CRM114 

SBPH creates a lot of distinctive features from an incoming text, then the Naive 
Bayes technique is applied to this features instead of directly to the words. For this 
purpose the algorithm slides a window of length five words over the incoming text 
and, for each window state, generates a set of order-preserving sub-phrases containing 
combinations of these words. These order-preserved sub-phrases are processed 
calculating 32-bit hashes, and with all the resulting sub-phrases the algorithm creates 
a 32-bit superhash (i.e. hashing of hashes) value that will be used to calculate the 
Naive Bayes probabilities. Essentially, each sub-phrase tries to extract a word feature 
from the text. With a window size of five words, each word affects 25-1=16 features. 
 
The performance of CRM114 Mailfilter from Nov 1 to Dec 1, 2002: 0.068% of false 
negatives and ZERO false positives[2].  Its filtering speed on classification is less 
than 20Kbytes per second (on a Transmeta 666 MHz) [2], which obviously hinders 
the use of crm114 for filtering at the mail-server. For this purpose, an average 
network needs a classification speed of at least 60kb/sg [13]. 

3 CRM-114 and other state of the art filtering applications 

Every application has distinctive characteristics that we summarize on the next 
diagram, where we show the features for some state of the art antispam applications. 
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Table 1. 

 1 2 3 4 5 6 7 False 
positives 

Crm114 [2] Yes 5 S Yes GPL M, S (?) crm 0.00% [2] 
SpamAssesine [6] Yes Unknown A Yes No M, I Unknown 0.19% [6] 
Gnus-emacs [7] Unknown No N No GPL M(+IMAP) gnus Unknown 
SpamProbe [8] Yes 1,2 S Yes QPL P(+fetchmail) No 0.035% [8] 
PopFile [9] Yes Unknown A Yes GPL M, P. PERL 0.125% [10]

 
1.Automatic featured extractor from text 
2.Phrase window size. 
3.HTML filter: No HTML filter (N), Simple HTML filter (S), Advanced HTML filter process (A) 
4.Specific design to arise with false-positives. 
5.Software license. 
6.Filtering level at the: MTA Client (M), POP3 Proxy (P), At the e-mail server (S) Internet level [6](I). 
7.Generic filter language [2]. 

 
All the applications are based on the naive-bayes algorithm, except SpamAssassin, 
which is based on a combination of a GA and rules, which is probably the reason of 
the worse false positives rate. The false positives rates are taken after different learn 
cycles, depending on the application approach to the optimum value. We can see this 
data as a kind of "how good can it do it". The classifying experiments were made with 
a different number of mails; every author has used different sets, but always in the 
order of thousands. It is clear from the table above that crm114 has the better false 
positive rate. 

 
Automatic featured extractor for text is very important for the detection of new 
spamies techniques [5], which simplify the network engineer task of coping with new 
tactics. It is also known that both crm114 and SpamProbe use a similar windowed 
word philosophy, which will be explained below. 

 
All the applications except gnus-emacs use some type of HTML processing. This is 
becoming important due to the fact that a lot of spamies techniques are based on 
HTML use [9]. We can also see that gnus-emacs has not implicit design to manage 
false positives. 

 
Additionally, some kind of free software license is needed to give the network 
engineer the possibility of escalating or updating the code, or for tuning in a 
production domain without the strategic dependency on a specific software developer. 
If not a completely open code license, at least a specific generic filter language that 
allows for some level of implementation-specific tuning should be offered. This is 
especially important on spam-classify applications because they generally don't have 
good generalization features but are able to successfully operate in a real world 
domain after only small design changes. From our point of view, the main drawback 
of SpamAssassin for our purpose is that it has not free software license or an open 
generic filter language, so  it works outsourcing the spam-filter at internet level, a 
solution that is not appropriate for a corporative implementation at the server level. 
On the other hand, crm114 could filter at both the MTA Client level and also at the 
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server level, but only if we could greatly increase its classification speed. The rest of 
applications could run only on the client side. 

4 The window philosophy 

The crm114 algorithm uses a window size of five words. Most researches like Brian 
Burton [8] indicate that window sizes over two words generally produce no better 
accuracy or false positives rates, and in fact may well be worse because they could 
lead to an overflow of features and, additionally, they greatly decrease the filtering 
speed. It is obvious that crm114, which is a combination of an advanced Naive Bayes 
method and polynomial hashing, has a very different window philosophy: bigger 
windows gives polynomial techniques a more relevant weight in the final combined 
method. If we set the window size to two words, we will use a two variables 
polinomy that is less suitable than a bigger polinomy for feature extraction. The first 
consideration we have to do is that following the crm114 principles for relationship 
between window size and features, for a two words windows size we may extract only 
2 features, and this sounded a little too poor. So at the end of the day, we think in 
trying different empirical experiments playing with both window size and word 
features. For this purpose we converted the static crm114 compiler into a dynamic 
matrix of pipelines (window size) and superhashes phrases (number of words 
features) to help on false positives service level and classify rate decisions. 

5 The virtual features 

How are we going to extract different number of features than SBHP features 
relationship with the window size, in order of 2N-1  ?  We are not going to follow such 
relationship, for example with 2 words window size we repeat original SBHP 
coefficients patterns,  22-1 = 2 patterns until 20, and we call them virtual features. 
Depending on the conjunction of window size and virtual features, we will obtain 
diferents SBHP functions, taken as algorithmical seed the original Yerazunis function 
with 5 x 16 dimension. 

6 Test I 

6.1 Benchmark corpus 

Our benchmark corpus contains the learning mails set to create the .css files, 
(superhashes mapped files). Yerazunis recommends a learning corpus around 0,5 Mb 
size, and following his recommendation we have used the file nonspamtext.txt 
(695111 bytes extracted from my personal inbox and public mail lists asfsdevel, SI-
edu, or SL-admin) and the file spamtext.txt (536547 bytes from a public set [11]). 
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The classify mails set to test our approach come from individuals donations [12], thus 
the learn/classify sources are independent enough to generalize results at the mail 
server filter level. Following Paul Graham indications, they approximately have the 
same ham/spam distribution (ham=170, spam=220) 

6.2 Results 

The tests show the result for single-pass learning, without any retraining cycle, so 
results do not shown a "how good can it do it", but are enough for comparison 
between different matrix sizes. The test were done on an 700Mhz. Intel Pentium III 
Copermine (c) with 128Mb memory, and a processor load over 99% for the classify 
process. The times are taken strictly on classify process part. The matrix size are 
relative to pipelines(window size) x superhashes phrases. 

Table 2.  

 5x12 3x8 3x5 2x8 2x4 2x2 
Spam detected 87,61% 88,53% 94,95% 92,20% 92,66% 95,87% 
False positive 26,19% 13,69% 17,26% 9,52% 10,71% 17,86% 
sg. training spam 496,67 376,86 374,05 373,34 373,6 374,98 
Sg training ham 36,91 27,99 26,37 25,82 26,27 25,75 
Training rate kb/sg 2,25 2,97 3 3,01 3,01 3 
Classify spam 50,48 24,33 24,32 24,32 24,52 24,41 
Classify ham 62,61 31,25 30,81 31,7 31,01 30,87 
Classify rate kb/sg 21,27 43,28 43,64 42,95 43,32 43,53 

 
Fig. 1. 
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The graph above show the values for the critical parameters. This confirms worse 
false positive rates if the window size is over two words. Remember the original static 
crm114 matrix size is 5x16, so crm114 has similar behavior on the window size value 
to the Brian Burton study for the SpamProbe[8], which obtains betters results on 1 
and 2 words window sizes. We also obtain much better classify speed rates but this 
was an obvious result because, for example, the original crm114 has to calculate 
5x16=80 hash for a superhash feature, and, at the best false positive performance only 
2x8=16 hash are to be computed for a superhash feature. 

6.3 Test I Conclusions 

We have proposed a new approach for implementing spam filtering on the email 
server which is a modification and also an improvement over the state-of-the-art 
crm114 technique and leads to much higher speeds, due to the fact that it uses a 
window word size of only two words and, surprisingly enough, also to better 
classification and false positive rates. 

7 Test II 

Now we would like see how our approach works with a bigger test corpus, in order of 
thousands mails from SpamAssasine public corpus[21]. We also play with relearning 
cycles, following our aim of ZERO false positives, that original crm114 may 
accurate[2], and checking if our conclusions for a one cycle of Test I are also valid in 
a real domain making maps proccess. For this purpose we first train up to medium 
size corpus, we after relearn every false classificated case up to final corpus size, with 
bigger ham corpus than spam one, trying to force more ham weight on maps, for 
better results on false positives. We finally test from a different corpus for statatistics. 
We will combine in a natural way the .css maps and the test corpus, for example easy 
ham map and spam map, testing with easy ham and spam corpus(EASY-EASY); and 
we also check the cross map-corpus tests, for example easy maps with hard test 
corpus, that are not expected to get good results, but we want to check it. 

7.1 Benchmark corpus II 

We focus our study on 2 words window size and original crn114 5x16 matrix for 
comparison. 
On the first two phases we take mails from 2003 SpamAssasine public corpus, which 
has a singular ham sources classification with easy to classify ham, and hard ham that 
usually produces a worse false positives rate, so we are going to test with a ham map 
done with easy ham, and other with a mix of easy and hard ham on first phase, and 
only hard ham on relearn phase, we will call it mix-ham, but is some kind of hard ham 
with little  enough easy ham. After relearn classifying thousands mails,  we obtain 
map files of the following corpus size and mails number: 
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Table 3.  

 2x2 2x4 2x8 2x12 2x16 5x16 
Mail class Bytes Mails Bytes Mails Bytes Mails Bytes Mails Bytes Mails Bytes mails 

spam  349107 67 349317 65 331767 60 314745 54 332300 50 308988 67 

Easy-ham 508550 62 500116 62 498545 62 500256 62 405325 63 292499 60 

mix-ham 414676 48 419989 46 677018 46 673904 44 653895 41 416095 53 

 

Training corpus: Spam Assasin public corpus 2002. Mails: 

Spam:  501   

Easy ham: 2551   

Hard ham: 250   

7.2 Test II Results 

The test were done on an 700Mhz. Intel Pentium III Copermine (c) with 128Mb 
memory, and a processor load over 99% for the classify process. The times are taken 
strictly on classify process part. The  matrix size are relative to pipelines(window 
size) x superhashes phrases.  

 
Fig. 2. 
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The  classify speed shown on the graph above, confirm similar conclusions than Test 
I. The relearning classify rate has better results on original 5x16 matrix, than some of 
the two words window size matrix. But this data are not relevant because the critical 
classify speed is on production time, not in relearning phase. On the other hand we 
can see the testing classify rates, working better with 2 words window size, specially 
with 12 and 16 features, and with the bests results on tests that uses hard ham corpus. 
We also can see better results on original 5x16 matrix than in the 2x20, so 2x20 will 
be out of consideration because speed deficiencies. 
 
For the next graph we have to do the consideration that during relearning phase the 
maps are changing, training the maps with every false classificated case of the test. So 
the accuracy will also change and the data we shown are taken from the beginning to 
the end of relearning phase, for comparison with the test phase accuracy(see below). 
 

Fig. 3.  

2X2 2X4 2X8 2X12 2X16 2X20 5x16
0

1

2

3

4

5

6

7

8

9

10

End relearning phase accuracy

RELEARNING False
negatives (%)

RELEARNING Easy 
ham false positives 
(%)

RELEARNING Mix 
ham false positives
(%)

 
We confirm better results on two words window size, and much better with more 
features. We also confirm the easy and hard ham SpamAssasine classification, that 
goes for false positives from around 0,5 % value for easy ham, to more than 6% with 
hard ham. 
Diagram below shown the accuracy for natural tests: one is the spam and easy ham 
maps versus spam and easy ham test corpus,  the other is spam and mix ham maps 
versus spam and hard ham corpus. 
We get the ZERO false positives for easy ham case. The best results are in 2x12 and 
2x20 but we have to remember that 2x20 has the big problem of speed. The green and 
brown lines are the false positives and our previous working thesis of "more weight 
on ham maps for better false positives results" obtain here empirical confirmation, if 
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we compare with relearning accuracy, where the maps at beginning were of similar 
size. But in the other hand we have very bad results on false negatives. We can clearly  
see  this dependency in the 2x16, where mix-hard false negatives decrease if we 
compare with other matrix size, but false positives increases.  The important fact for 
our study is that we can diminish false positives playing with learning and relearning 
final mails corpus size, but increasing the false negatives.  We may tuning for a 
agreement solution to obtain also ZERO false positives with not so bad false 
negatives. 
 

Fig. 4.  
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The next diagram shown that not natural map-corpus combination are not good to 
work. 

  
Fig. 5. 
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Conclusions  

After the more reliable Test II, we confirm the conclusions of Test I, our approach has 
better accuracy and speed than original 5x16 static matrix size crm114. We also 
extract more conclusions, the most important is that the ZERO false positives are 
within reach if we use relearning on false cases in a planned way, and we have 
proposed a valid tactic in two phases for this aim. An other conclusion is we can give 
more important to the market critical parameter "false positives", using bigger ham 
corpus size than the spam one, to make the maps (.css); but this decrease the other 
false cases, the negative, the spam and ham maps (and they train corpus) are an 
antinomy with absolute dependencies one to each other for the final results. We also 
observed that a ham subdivision in hard an easy may be good for planing the train and 
relearning tactic, we have to considerer that hard ham is not very used, but are those 
mails that could be easy mistaken with spam, even for the human eye, so depending 
on corporative domain we should specially train the maps for them, or not. Finally we 
have shown that not natural map-working domain, are not valid at all. 
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Abstract. In this paper, we address the problem of unauthorized inference of
confidential information in the field of health care and social information systems.
More precisely, we will focus on the problem of inference control of confidential
information from statistical databases which contain information about patients
and propopse a method based on fuzzy logic to avoid unauthorized inference.
Information provided using our approach remains relevant because it is without
loss of quality.

1 Introduction

The security of information systems is a very important problem which has been mainly
addressed in military applications. This led to security policies which are applicable
only in environments which accept a rigid bluk-heading of information and services
handling this information. Indeed, these models cannot be used in other domains which
also require security policies like for example the health care domain where it is impor-
tant to guarantee the confidentiality, integrity and availability of pieces of information
contained in medical files of patients. The confidentiality consists in expressing who
has the right to reach which information about which, when, and possibly under which
conditions. The integrity is the property which ensures that information is modified only
by the users authorized under the conditions normally envisaged. Lastly, the availabil-
ity is the aptitude of an information system for being able to be employed by the users
competent under the conditions of accesses and use normally envisaged.

In this paper, we particularly address the problem of security of information systems
in the field of health care and social. Let us note that in spite of the development of
security policies in this context [6, 7], it is always possible for an external attacker and,
especially, for an internal user badly disposed, to try to circumvent the mechanisms of
access control to the resources in order to attack the confidentiality, the integrity or the
availability of information.

To prevent the infringements against the intimacy of the patients, the medical databases
must protect not only confidential information, but also information not explicitly con-
fidential which can be employed to obtain confidential information. This paper treats



detection and the limitation of the situations for which there is a risk of illegal infer-
ence (called also illegitimate inference). This problem is called unauthorized inference
problem. It can also be simply defined in the following way. Suppose that a user is au-
thorized to access to some information. The crucial question now is: can this user use
this information to deduce a confidential information for which she would not have the
right of access? A possible solution to this problem is to refuse to answer when this
may allow to deduce confidential information however this solution is not interesting
because it does not respect the availability condition. Another possible solution is the
use of false answers for users having a restricted access to the information system. In-
deed this method allows to protect confidential information by providing false but not
very significant answers. The problem of this method is that the user to whom one pro-
vides false answers can make bad decisions. It is also difficult to provide a coherent set
of false answers. The solution that we propose in this paper does not consist to provide
a false answer to the user but a ”vague” information formalized in fuzzy logic [8, 4].

Section 2 describes the problem of illegitimate information from databases contain-
ing information about the patients. We also describe a well-known method to attack
such databases. In section 3, we first present the general principle of our approach. We
then give some necessary background on fuzzy logic on which our approach is based.
Lastly, section 4 gives a detailed description of our approach.

2 Illegitimate inference in statistical databases

The main difference between a statistical database (SDB for short) and a traditional one
relates to the interrogation interface more limited in the SDB. The queries on a SDB are
limited to operations like counting (COUNT), sum (SUM), the average (AVG) and other
statistical calculus, which are carried out on subsets of data. Although these operations
seem to be without consequence, it should be made sure that significant information on
the individuals are not revealed. This problem becomes particularly difficult if we ac-
cept the possibility that a sequence of general queries, each one by itself does not allow
to deduce confidential information, can be employed to deduce significant information.
Let us now give an example to illustrate the difficult nature of the inference problem
in the statistical databases. We consider a database, given in Table 1, which contains

Table 1. Example of a statistical database.

Name Sex Age Department salary
Jean M 27 Mathematics 2.000
Thomas M 43 computer science 3.000

Name Sex Age Department salary
Isabelle F 27 Mathematics 2.600
Justine F 31 computer science 3.200

information concerning the employees. Let us suppose that the policy of the company
imposes that the salary of the employees is a confidential information which should
not be revealed. To achieve this goal, the database does not return an answer to a query
like: how much is the salary of the employee whose name is Isabelle? since the answer
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is confidential. Similarly, the base does not answer any query when, for example, the
average is calculated on the basis of a simple record, i.e. a query concerning only one
individual. Consequently, it refuses to answer for example the query: how much is the
average salary of the women employees who work for the computer science depart-
ment? because the average here is calculated from only one record.
A query on a SDB R consists to compute a subset of R using a characteristic formula
C, which is a logical formula built from the values of the attributes of R by using the
logical operators ∧ (and), ∨ (or), and ¬ (not). For example, the subset of records rep-
resenting the women employees who work for the computer science department, can be
represented by the following characteristic formula:

C = (sex=F) ∧ (department=computer science).
The set of records which satisfy the characteristic formula C, denoted by XC , is called
the result of the query. Applying the formula C on the relation R given in Table 1, we
get: COUNT (C) = 1, AV G(Age,C) = 31 and SUM(Salary, C) = 3200.

Generally, a statistical query taken separately does not allow to deduce confidential
information. For this reason, a user with good intentions should be able to form any
interesting characteristic formula, and to carry out any statistical measurement on the
resulting set of the records. However, it is possible that a user forms statistical queries
which can be employed to deduce specific values of a field of the database, which is not
acceptable if the values represent confidential information. In this case, we say that the
database has been compromised.

A characteristic formula used in order to compromise a database is called a tracker
[2, 3]. This formula is chosen so that it gives as a result a set XC whose size is equal
to 1. Denning et col. [2] have shown that for any real database, a tracker can always be
found.

In the next section, we propose a new strategy to prevent attacks based on trackers.

3 Our approach

In the everyday life and particularly in the medical field, medical analyses are gener-
ally expressed by linguistic descriptions (Example: Temperature of the body is raised,
normal, etc). This is especially used for the non-specialists in the medical field. In this
paper, we take as a starting point this method to deal with the illegitimate inference
problem in statistical databases. More precisely, we replace the results of the statistical
queries (quantitative answers) by linguistic descriptions (qualitative answers) in order
to limit the risk of illegitimate inference.
For this, our idea consists in replacing the numerical answers (e.g. numbers of patients
= 10) by linguistic descriptions (e.g. medium) formalized in fuzzy logic framework.
Intuitively, each numerical answer is associated to a given class then a qualitative an-
swer is associated to each class. Thus, the formalization of our approach requires two
steps: classification and fuzzification. Let us recall these two concepts:

– Classification is the procedure which consists in decomposing the scale of the used
numerical values into non-empty classes so that each numerical value belongs to
one and only one class.
Let I be a set of elements. We say that Q(I) is a partition of I if there exists a set
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{q1, q2, · · · , qk} satisfying the following conditions:⋃
i=1,···,k qi = I with qi 6= ∅ and qi ∩ qj = ∅ for i 6= j.

To be relevant, a partition should be made up of definitely individualized classes.
Among existing classification methods, we recall one method, that we will use later,
based on the aggregation around the centers using a fixed number of classes. The
principle of this method is to determine a partition of I composed of k classes, the
number k being fixed a priori by the user of the method. k centers c1, · · · , ck are
chosen which are either arbitrarily points in the space of the variables, or elements
of the set I .
Each element of the set I is associated to one and only one class whose center is
one of the k centers c1, · · · , ck according to the following assignment rule:

i belongs to the class qj of center cj iff ||i− cj || = minl=1,···,k||i− cl||.

After the classification step, we have to associate an appropriate linguistic variable
to each class. For example, if the numerical scale corresponds to the temperature
then the linguistic variable which corresponds to the interval [20, 25] may be tepid.
This can be formalized in fuzzy logic [8].

– Fuzzification: A principal characteristic of the human reasoning is that it is based
on vague or incomplete data. Thus, to determine if a temperature is hot or cold
is easy for any individual without necessarily knowing its exact value. Fuzzy logic
has the aim of studying the representation of vague knowledge and the approximate
reasoning. A principal characteristic of fuzzy logic is that an object may belong to
a set and at the same time to its complement. Thus, a temperature of 22 may at the
same time be hot and not hot.
A linguistic variable is a triple (X,V, FX), where X is a variable (age, temper-
ature, etc) defined on a set of reference V (the set of integers, reals, etc). FX =
{A1, A2, · · ·} is a finite or infinite set of subsets of V used to characterize X (old,
young, hot, cold, etc). Each fuzzy subset represents a linguistic description.
The variable may belong to one or more subsets of this element of reference. For
example, the temperature T = 28 may belong to the subset ”pleasant” but may also
belong partly to the subset ”hot”.
The membership relation between a variable and a subset is called membership
function. In other terms, we speak about the membership degree of a variable x to
a subset F , denoted by µF (x).
A fuzzy set F of universe Ω (a fuzzy subset of Ω) is defined by a membership func-
tion µf which associates to each element x of Ω a value in the interval [0, 1].

µF : Ω → [0, 1]
x 7→ µF (x)

µF (x) represents the membership degree of x to the setF . By definition, if µF (x) =
0 then x does not belong to F and more µF (x) approaches 1, more the value x be-
longs to F . If µF (x) = 1 then x belongs completely to F .
A fuzzy subset is said to be convex if and only if:

∀x, y;x > y,∀z ∈ [x, y], µF (z) ≥ min(µF (x), µF (y)).

Generally, we express numerical quantities by vague linguistic descriptions such as
”approximately 100”. The results of fuzzy measurements or an error analysis are
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modelled by fuzzy sets called fuzzy quantities. A fuzzy quantity Q is a fuzzy set in
the universe R of real numbers. It is supposed to be normalized.
A fuzzy interval N is a convex fuzzy quantity. It is a generalization of a real interval
whose extremities are fuzzy in order to model concepts such as ”approximately”,
”roughly”, etc.
– Representation of a L-R fuzzy interval A fuzzy interval of type LR has a mem-
bership function built from a quadruplet A = (m1,m2, a, b), where m1,m2, a and
b are strictly positive real numbers, and of two functions L and R from R

+ into the
interval [0, 1] semi-continuous, non-increasing and satisfying the conditions:

– L(0) = R(0) = 1,
– L(1) = 0 or ∀x ∈ R

+, L(x) > 0 and limx→+∞L(x) = 0,
– R(1) = 0 or ∀x ∈ R

+, R(x) > 0 and limx→+∞R(x) = 0.
The membership function is defined as follows:

µF (x) =




L(m1−x
a

) if m1 − a ≤ x ≤ m1

1 if m1 < x < m2

R(x−m2

b
) if m2 ≤ x ≤ m2 + b
0 if x < m1 − a or x > m2 + b

When m1 = m2 = m, the fuzzy interval P = (m,m, a, b)LR is called a fuzzy
number, denoted by P = (m, a, b)LR and whose membership function is defined
as follows:
µF (x) = L(m−x

a
)if x < m, µF (x) = 1if x = m and µF (x) = R(x−m

b
)if x > m.

Let P1 = (p1, α1, β1)LR and P2 = (p2, α2, β2)LR be two LR-fuzzy numbers.
Then the addition ⊕, the substraction ª and multiplication ⊗ are defined by [4]:
P1 ⊕ P2 = (p1 + p2, α2 + α2, β1 + β2)LR.
P1 ª P2 = (p1 − p2, α1 + α2, β1 + β2)LR.
P1 ⊗ P2 = (p1 ∗ p2, p1 ∗ α2 + p2 ∗ α1, p1 ∗ β2 + p2 ∗ β1)LR.

Contrary to the addition and subtraction, the multiplication P1 ⊗ P2 is not of
type LR. An approximate value of type LR is given when P1 and P2 have a
support included in R

+, α1 and β1 are small w.r.t. p1 and, α2 and β2 are small
w.r.t. of p2.

To apply a linguistic representation to a quantitative variable, the principle consists
in breaking up all possible values of the given quantitative variable into subsets (a
set of classes of values), so that the borders of the classes are not clearly given. This
treatment allows to transform a numerical input into a fuzzy subset. The decompo-
sition should not be arbitrary but founded on criteria, such as the homogeneity of
the classes, the uniform partition of the universe, the subsets are totally ordered.
These subsets are also called ”linguistic variables”.
The subsets are characterized by their associated membership functions; we asso-
ciate a membership function to each subset. Their positions and overlappings can
be chosen arbitrarily provided that the following conditions are verified: their form
should be convex, the subsets (often in the form of trapezoid) should be partially
overlapped so that there are no unspecified ranges and lastly to avoid to imbricating
more than two subsets.
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Fig. 1. Representation of the temperature in fuzzy logic.

Example 1. Let us consider the temperature input T = 31. According to the mem-
bership function given in Figure 1, we obtain the following values:
µT (very cold temperatures) = µT (cold temperatutres) = 0, µT (pleasant temperatures) =
.6, µT (hot temperatures) = .35 and µT (very hot temperatures) = 0.

Now, it seems important to answer some questions : How many classes is it nec-
essary to represent each quantitative variable? Which are the best linguistic val-
ues for each class? For the first question, more the number of linguistic values is
high, more the partitioning quality is good. It is necessary however that the rate:
Card(Ω)/Number of Partitions is not equal to 1, otherwise this simply means that
there is no fuzzification.
For the second question, we compute the membership degree of each element x to
all the subsets Fi of the universe Ω. Let µFi

(x) be the membership degree of x to
Fi. We say that x ∈ Fi only if ∀F ∈ Ω,µF (x) ≤ µFi

(x).

4 Detailed description of our approach

The principle of our method consists, in a first step, to decompose the set of values of
the confidential attributes into subclasses of values. Each subclass contains values ac-
cording to a given criterion. In this paper, we will use the classification method based
on a fixed number of classes.
After the classification into subclasses the fuzzification comes. We transform each class
into a fuzzy quantity i.e., a fuzzy number with a membership function. Then, we as-
sociate a linguistic variable to each number (small, large, etc). Next, for each answer
provided by the database management system, we compute the membership degree of
this answer to each fuzzy subset (linguistic variables). The answer of our system is the
linguistic variable which has the highest membership degree.
Let us note that the simplest version of a statistical query SQL is written as follows:

SELECT f( <attributes>) FROM <relations> WHERE <conditions>,
where f is a statistical function such as Sum, Avg, Count, etc.

In this paper, we focus on queries which compute statistical quantities, i.e. queries
which deduce information on aggregation such as sum, average, max and min.
Let us consider the example of relation R (patient, H/F, age, sickness insurance com-
pany, leucocyte rate) given in the Table 2 (borrowed from [5]).
The number of patients is 10 and the normal leucocyte rate in mm3 of blood is 4500.

In this example, we suppose that the leucocyte rate is a confidential attribute. To control
the illegitimate inference on this attribute, we will transform the answers to the queries
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Table 2. Example of a database.
Patient M/F Age Sick. ins. Leucocyte
Dufour M 45 MAAF 4000
Dulac F 35 MMA 7000
Dulon M 55 MGEN 3500
Dumas M 40 Rempart 3800
Dumont M 38 MMA 7500

Patient M/F Age Sick. ins. Leucocyte
Dupont M 30 MMA 6000
Dupr F 32 IPECA 7200
Dupuis F 50 MGEN 6800
Durand F 25 LMDE 3000
Duval M 45 IPECA 5500

concerning this attribute by giving qualitative answers.
We proceed in the same way for the answers to the queries which compute the number
of patients who verify a given condition. For this, we fuzzify the number of patients and
the leucocyte rate.
Let us start with the number of patients and decompose this variable as follows: A first
class: from 0 to 3, a second class: from 4 to 6 and a third class: from 7 to 10.
We now transform each class into a fuzzy number Ai(m, a, b) where m is the center of
the class, a and b represent the degrees of inaccuracy.
For each number, we associate a linguistic variable (see also Figure 2-a):

– The first class is fuzzified by the fuzzy number ”small” = (2, 2, 2)LR,
– The second class is fuzzified by the fuzzy number ”medium” = (5, 2, 2)LR,
– The third class is fuzzified by the fuzzy number ”great” = (8, 2, 2)LR.

11 22 33 44 55 66 77 88 99 10

µµ

11

Small Medium Great

Number of
patients

Leucocyte
rate

µµ

1000 2000 3000 4000 5000 6000 7000

11

AcceptableWeak Good High

Fig. 2. (a) Fuzzification of the number of patients. (b) Fuzzification of the leucocyte rate.

We now classify the leucocyte rate for a patient as follows:

– 1st class: from 0 to 3000, 2nd class: from 3000 to 4500,
– 3rd class: from 4500 to 6000 and 4th class: from 6000 to 7000.

We now propose the following fuzzification (see also Figure 2-b):

– The first class is fuzzified by the fuzzy number ”weak” = (2000, 1000, 1000)LR

– The second class is fuzzified by the fuzzy number ”acceptable” = (3500, 1000, 1000)LR

– The third class is fuzzified by the fuzzy number ”good” = (5000, 1000, 1000)LR

– The fourth class is fuzzified by the fuzzy number ”high” = (6000, 1000, 1000)LR

Let us now suppose that a user is authorized to carry out statistical queries and she
wants to discover the leucocyte rate of ”Dulon”. Let us also suppose that this user knows
moreover that ”Dulon” has the MGEN as a sickness insurance company. Consider now
the following queries:

1) SELECT Count(Patient) FROM R WHERE M/F=’M’ AND Sick. ins. =’MGEN’
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Result = 1 (R1)

Let us compute the membership degrees µFi
(R1) of the result (R1) w.r.t. each

fuzzy subset. We get: µsmall(R1) = 1, µmedium(R1) = 0 and µgreat(R1) = 0.
So the answer provided after fuzzification is ”small” since it corresponds to the
highest membership degree.

2) SELECT AVG(Leucocyte) FROMRWHERE M/F=’M’ AND Sick. ins. = ’MGEN’
Result = 3500 (R2)

We compute the membership degrees µFi
(R2) of the result (R2) w.r.t. each fuzzy

subset: µweak(R2) = µgood(R2) = µhigh(R2) = 0 and µacceptable(R2) = 1.
Then the answer is ”acceptable”.
Note that the deduction of confidential information when handling numerical an-
swers is very easy. It is clear that from (R1) and (R2), the user may directly deduce
that the leucocyte rate of ”Dulon” is equal to 3500.
The case of the qualitative answers is less simple: from (R1), the user knows that
the size of the set to which ”Dulon” belongs is ”small”, and from (R2), she deduces
that their average of the leucocyte rate (the set ”small”) is ”acceptable”.
Let us now see what may the user deduce from these two information. For this, we
know that the average is defined by the equation x = 1

n

∑
xi. It is clear that when

n is equal to 1, the average is equal to xi. To see the impact of the fuzzification on
the reasoning of the user, we will analyze the use of the fuzzification step by step:
– Let us suppose that the number of patients is not fuzzified whereas the leucocyte

rate is. The answer given to the user in this case is then: the number of patients
is equal to 1 (as an answer to the query (R1)) and their average leucocyte rate
is ”acceptable”, which allows to deduce that the leucocyte rate of Dulon is
”acceptable”. However, the fuzzification of the number of patients makes that
the answer provided to the user (also as an answer to the query (R1)) is ”small”,
which does not allow to know precisely how many patients correspond to this
answer ”small”.

– Let us now suppose that the user knows moreover that the maximum size of the
fuzzy quantity ”small” is equal for example to two. However even if the user
has this information, she deduces nothing as we will show on the following
example: It is known that an ”acceptable” leucocyte rate lies between 3000
and 4500. Let the size of ”small” be equal to 2. From a leuycocyte average
of two patients x1 and x2 equal to ”acceptable”, we may have the following
possibilities for x1 and x2:

– x1 = 2500 ≡ ”weak”3, x2 = 4000 ≡ ”acceptable”
– x1 = 2500 ≡ ”weak”, x2 = 5000 ≡ ”good”
– x1 = 1500 ≡ ”weak”, x2 = 6500 ≡ ”high”
– x1 = 3500 ≡ ”acceptable”, x2 = 5000 ≡ ”good”
– x1 = 3500 ≡ ”acceptable”, x2 = 4000 ≡ ”acceptable”.

From these results, one can say that from a leucocyte average equal to ”accept-
able” computed for two patients, one concludes nothing on the leucocyte rate
of one of the two patients.

3 The equivalence means here that the number (e.g. 2500) corresponds to the given class (e.g.
”weak”) after fuzzification.
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Note that to have an average rate ”acceptable”, we have five possibilities for
the leucocyte rate for each of the two patients. In only one case, the rate of
the two patients is ”acceptable”. In the other cases, it varies between ”Weak”,
”acceptable”, ”Good” and ”High”. So we have four cases with x1 or x2 equal
to ”acceptable” and six cases different from ”acceptable”.
Then we may say that it is totally possible that the leucocyte rate of ”Dulon”
is equal to ”acceptable”, but it is also totally possible that it is different from
”acceptable”. Indeed, we are in a situation of total ignorance.

Let us note that in the real case, the database may contain thousands of patients and
the fuzzy quantity ”small” may reach several hundreds of patients. Consequently,
the possibilities of inference are even weaker when the cardinality which corre-
sponds to the fuzzy quantity is larger. The user deduces nothing on the leucocyte
rate of ”Dulon” when all the possible cases are considered.

3) SELECT Count(Patient) FROM R. Then, Result = 10 (R3)
The answer after fuzzification is ”great” (R′

3)
The user tries thereafter to know the number of patients different from ”Dulon”. For
this, she gives the following query:

4) SELECT Count(Patient) FROMRWHERE NOT (M/F=’M’ AND Sick. ins.=’MGEN’);
Result = 9 (R4)

The answer after fuzzification is ”great” (R′

4)
From these two answers, the user may construct the following reasoning: The dif-
ference between (R3) and (R4) (10-9=1) corresponds to the number of male pa-
tients who have the MGEN as a sickness insurance company (i.e., the number of
patients having the same properties as ”Dulon”).
With a similar reasoning, she concludes that the difference between (R′

3) and (R′

4)
is equal to 4 | ”great”ª ”great” |= | (8, 2, 2)LR ª (8, 2, 2)LR | =| (8, 2, 2)LR ⊕
(−8, 2, 2)LR | =| (0, 4, 4)LR | which is equivalent to (0, 0, 4)LR after removing
the negative part, since there is no negative leucocyte rate.
So we have (R′

3) ª (R′

4) ∼ ”small”. Indeed, we get the same result as for (R1)
after fuzzification.
To know the average of the leucocyte rate for all the patients, the user gives the
following query:

5) SELECT AVG(Leucocyte) FROM R. Then, Result = 5430 (R5)
The answer after fuzzification is ”good” (R′

5)
To compute the average of the leucocyte rate of all the patients different from ”Du-
lon”, the user gives the following query:

6) SELECT AVG(Leucocyte) FROMRWHERE NOT (M/F=’M’ AND Sick. ins.=’MGEN’),
Result = 5644 (R6)

The answer after fuzzification is ”high” (R′

6)
In the case of numerical answers, to know the leucocyte rate of ”Dulon”, the user
computes the following value: 10 ∗ 5430− 9 ∗ 5644 = 3500.
With a similar reasoning, in the case of qualitative answers, she may try to proceed

4 Since the values are not known a priori but supposed to be positive, the subtraction is translated
into fuzzy logic by the absolute value.
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in the following way. The leucocyte rate of ”Dulon” is equal to:
| ((R′

3)⊗ (R′

5))ª ((R′

4)⊗ (R′

6)) | ∼| (−8000, 38000, 38000)LR |.
From the obtained number, the user deduces nothing because the leucocyte rate is
never negative. Even if she can deduce some information (if the fuzzification is
changed), the situation is similar to the first case since the user does not know the
exact number of patients. Let us also note that we lost the precision on the com-
putation of the leucocyte rate because of the multiplication which we carried out
(recall that in the case of the multiplication, the computation is only approximate).

We have shown on this example that the user may use different ways to deduce con-
fidential information however the use of qualitative answers makes difficult the imple-
mentation of attacks by trackers because after fuzzification, it is difficult to identify the
individual concerned by the confidential information. Indeed, required information is
not distinguished after fuzzification.

5 Conclusion

We have proposed a first attempt to limit the risk of inference of confidential information
from a database using fuzzy logic. It is difficult to affirm here that we eliminate any
risk of illegal inference. The goal is nevertheless to continue to answer the queries as
well as possible using non-confidential information. So our aim is to limit at least as
possible the restrictions of legitimate access on databases while ensuring that the risk
of unauthorized inference remains below an acceptable threshold.

An immediate prospect for this work would be to implement our approach and to
validate it on great databases. We showed in this paper that our approach particularly
enables us to control the attacks by trackers. We expect to see how this approach could
be used to control other types of attacks like linear systems [2, 1]. Lastly, it would be
interesting to see to what extent our approach is sensitive to the classification method
used, i.e. to see if the use of other classification methods give sensitively different re-
sults.
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Abstract. Modeling security information has always been a fundamental part 

of every security system. A robust and flexible model is needed in order to 

guarantee both the easy management of security information and the efficient 

implementation of security mechanisms. In this paper, we present an XML-

based framework, which can be used for controlling access to computer sys-

tems. The framework is mainly targeted to enterprise systems and aims to pro-

vide a fine-grained access control infrastructure for securing access to hosted 

services. The proposed framework supports both role-based and user-based ac-

cess control on different levels. Although, the discussion focuses mainly on the 

data model, access control schemes and guidelines for implementing fitting se-

curity architectures are also provided. 

1 Introduction 

Secure service access comprises an area of extensive research and interest in the re-

cent years. Different mechanisms and techniques have been adopted with the purpose 

of securing access to computer systems. However, apart from the implementation of 

the security mechanism a crucial issue in designing a robust security framework is the 

structure of the security meta-information, which is consulted in order to verify eligi-

bility of a user for entering the system. 

In this paper we present a framework, which can be used for implementing authen-

tication and access control mechanisms over heterogeneous IT infrastructures. The 

framework defines the data structures needed for storing security information, as well 

as the actual process for implementing authorization and controlling access to specific 

resources. The data model specified using XML [7], which makes the architecture 

portable over different information repositories (xml files, RDBMSs, Directory Ser-

vices, etc.). Our architecture is targeted to enterprise systems hosting multiple ser-

vices. Its design is focused on providing a flexible scheme, which could sufficiently 

support such multi-service environments. 

The rest of the paper is structured as follows. In section 2 a brief overview of re-

lated work and limitations of existing access control schemes is presented, followed 

by the description of our proposed model in section 3. The architectural aspects of the 

security infrastructure follows in section 4 and the paper concludes with a summary 

of the innovation achieved and a discussion on its potential application domain. 



2 Technology overview and related work 

The simplest form of access control is the client authentication mechanism, which, 

however in its primitive form provides a flat security model. Nevertheless it can be 

augmented, with support for roles, in order to provide a multi-level security model, 

where access to individual resources is controlled separately. A role is an internal 

identity of the system, which defines the resources that a specific user is allowed to 

access. Role-based security is an elegant way to provide user authorisation and user 

access checks for an application. A user belonging to a particular role can access 

code, software and resources for which permissions are granted to the role. Incorpo-

rating roles makes security management much more flexible, while the security 

framework is rendered capable of supporting different security levels.  

Role Based mechanisms for securing access to resources attracted significant re-

search interest after 1990, when the concept of Role-Based Access Control (RBAC) 

emerged rapidly as a proven technology for managing and enforcing security in large-

scale systems. A significant number of research papers on RBAC models and ex-

perimental implementations has been published in the recent past [1], [2], [3], [4], [5], 

[6]. A certain shortcoming of all these models is that they define RBAC mechanisms 

based on the assumption that roles have global scope. This assumption makes them 

inadequate for large enterprise environments, hosting multiple services, which are 

administered from different vendors. In such environments, using global roles is not 

advisable as their management may prove significant problem for the potential 

administrator, especially if the number of hosted services increases substantially. 

Evidently, a more flexible approach for controlling access to the resources hosted by 

such systems is needed.  

3 Security Model 

The model we propose is much more fine-grained than those available today. Each 

service defines specific roles, which are authoritative only within its context, having 

no impact on other services. Moreover, as discussed below, our architecture achieves 

all the above without restricting the potential namespace of the roles or the services. 

These characteristics are ideal for service provisioning platforms or other systems 

hosting varied functional entities, as it reduces drastically the administrative overhead 

needed for managing security roles. Moreover the model allows distributed manage-

ment schemes to be adopted both for roles definition and for security enforcement. In 

such schemes, separate administrative entities can be responsible for specifying roles 

within a single service and assigning users to them, without caring if these roles have 

already been specified inside other services also. 

Before delving further into the design aspects of the framework we will try to for-

malise it using propositional calculus. Our aim is to provide the basis for the design 

work that follows as well as a notation reference for future research in the same area. 

Similar formal approaches have been introduced in the past for equivalent architec-

tures, such as the OASIS role-based access control framework [12]. Definitions of 

228



basic concepts, like services, methods, roles and users, which will help the reader 

understand better the security architecture are also presented. 

The model is based upon 6 basic sets: 

U: set of users 

S: set of services 

M: set of methods 

G: set of method signatures 

R: set of roles 

N: set of role names 

A simple user u is an element of U ( Uu ) and is defined as an entity, interacting 

with the protected computer system. The user usually is a human; however client 

programs or other computer systems can also be considered as users. 

A service s is an element of S ( Ss ), and corresponds to a software component 

running on a computer system. Borrowing the Object oriented terminology the ser-

vice is the equivalent of an object and consists of several methods, which are the 

actual resources that need to be protected; since no other access in allowed to the 

service entity. Each method has a signature Gg , which consists of its name and 

the list of invocation parameters. We won’t delve further into the definition of the 

method signature, as it is not of prime importance to our model. A significant con-

straint of the model, we have presented so far, is that method signatures, although 

unique within the scope of each service, are not unique within the computer system. 

In order to surpass this constraint we use the pair GSgs, introducing the con-

cept of method m as an element of M ( Mm ), which apparently bears global 

uniqueness because GSM . Moreover, we denote as sM  the subset of methods 

belonging to the same service s. Evidently ks mmmM ,..., 21  where Mmi for 

ki1 and GsM s for each Ss .

A role name n is an element of N ( Nn ) and defines a logical label, which is 

used within a computer system for diversifying access to the hosted services. A role 

name is unique within the scope of its defining service. However, it can be re-used in 

the context of another service. In order to avoid confusion between the two defini-

tions our model uses the pair NSns,  in order to define a globally unique role 

Rr .

In order to achieve the objective of protecting critical resources each role r is asso-

ciated both with methods and users. Association with methods is used in order to 

determine the resources to be protected and will be hereafter referred to  as role dec-

laration. Association with users, on the other hand, defines the access rights to the 

method and will be referred as role assignment. In a more formal notation, a role

declaration corresponds to a pair of MRmr, , while a role assignment to an-

other pair URur, . In order for the user u to have access to a certain service 

method m both a role declaration and a role assignment for the same role r must have 

been defined within the model. Another association that can be defined in our model 

is that between users and services. This association, which will be referred to as ser-

vice eligibility, is expressed in the form of pairs of USus,  and indicate that a 

user u is eligible to access the service s.
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4 Architecture- Framework design 

In this section we provide the foundations of our architectural approach and issues 

considered during the design phase. As already mentioned the security framework, 

supports the following 3 basic security operations: 

Authentication, 

Role-Based Access Control (RBAC) 

User-Based Access Control (UBAC) 

Authentication is not actually covered by our model, but it is used in order to de-

termine the identity of a user. The authentication mechanism undertakes the task of 

establishing a security context, which will carry all the privileges assigned to the 

specific user (e.g., roles). Of course these roles are specified inside the framework 

and should somehow be mapped to the specific application domain (e.g., the ser-

vices). However this is an implementation specific issue, which should be considered 

when implementing the discussed framework. The simplest way to achieve this map-

ping is by hard-coding them inside the applications. Enterprise software offers alter-

native much more flexible ways, by using deployment descriptors ([9], [10]). 

User-based access control is supported in two different levels: 

A low-level access control, which enables controlled access to the whole in-

frastructure. 

A high-level access control, providing a more fine-grained mechanism, 

which allows controlling access to a specific set of resources (i.e., a single 

service). 

User-Based Access C ontrol

m apping

Registry

Role-based access control

High-level Access Control

Low -level Access Control
Authentication & Access Control 

fram ew ork

services 

repository

Users 

repository
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Fig. 1. Overall architecture 

Role-based and user-based access control work independently of each other but 

they both rely on successful user authentication. Depending on the pursued function-

ality, the framework can be configured to enforce role-based or user-based access 

control only.  The mechanisms could also stack in order to provide an integrated 

multi-level access control infrastructure. The proposed stack order is defined by the 

arrow in figure 1; low-level user-based access control is the most coarse security 

mechanism so it is the first to be invoked while role-based the most refined one and 

therefore it is placed last. 

Delving inside the heart of the security architecture we find the Registry module. 

The Registry holds all information pertaining to potential users of the system, running 
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services and their roles. Moreover, the mapping between users and roles is harbored 

in it. The Registry is updated every time a new service (i.e., bundle of resources) is 

installed on the protected system. It is also updated each time a new user is defined as 

well as whenever the association between users and services is redefined. In subse-

quent sections the internal structure of the Registry will be presented in detail along 

with the key aspects that differentiate its design and allow it to fit in dynamic multi-

service environments. 

4.1   Registry 

The Registry accommodates two repositories: one for services and roles and another 

for the users. Each Repository contains a set of entries of the same type. In order to 

populate the two repositories, specific schemes defining the structure of each stored 

element were designed. Specifically we defined: 

The User definition scheme 

The Service/Role definition scheme 

Other information contained in the Registry includes the mapping between ser-

vices, roles and users. 

User definition scheme. This scheme specifies the way a user entry is stored. User 

entries act as a container for user-specific data. The defined scheme is fairly simple 

and can be seen in figure 2. Although the specification comes in the form of an XML 

schema [8], the presented framework does not consider any particular 

implementation. Thus, possible implementations may include xml files, RDBMS 

tables and LDAP objects. 

Each user entry is identified by the unique id attribute and also has a unique user-

name value. The framework uses the id attribute for internally discriminating between 

users, while the username is an easily memorized alias of the id. The scheme also 

defines an optional element for storing certificates, which can be used for supporting 

certificate-based client authentication. The rest of the fields (name, surname, other-

info, addresses etc.) are rather trivial and are mainly used for storing supplementary 

information for each user.  

Service/Role definition scheme. The Service definition scheme specifies the 

structure of the service entry, which provides a convenient storage scheme for 

service-specific data. The scheme can store various information elements pertaining 

to the service, as seen in figure 3. The existing information elements were adopted in 

order to apply the security framework in a service provisioning platform, where 

services were exposed through a web interface. However, the exact definition of the 

service scheme can vary according to the application domain as other applications 

may require additional data to be stored or render some of the existing elements 

obsolete.

The specification of the roles element is presented in figure 4. Individual roles are 

identified by an id attribute. The id corresponds to the role name (n), as defined in the 

formal model, whose uniqueness within the scope of the same service is enforced by 
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the proposed service specification. Embedding each role inside the service entry al-

lows for the automatic pairing between service and role ids (i.e, the (s,n) pairs identi-

fying the globally unique role r). A status attribute is supported for each role, allow-

ing its enablement or disablement on-demand.  The role is also the entity, which con-

tains the actual association with the users (i.e. the role assignment that was defined in 

the formal model). In order to avoid duplicate member entries for each role, the corre-

sponding element is marked as unique. The values of the member elements corre-

spond to the ids of the users as the latter are defined inside the registry. 

<?xml version="1.0" encoding="utf-8"?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">

<xs:element name="addresses">

<xs:complexType>

<xs:all maxOccurs="unbounded">

<xs:element name="address" type="xs:string" minOccurs="0"/>

</xs:all>

</xs:complexType>

</xs:element>

<xs:element name="user">

<xs:complexType>

<xs:all>

<xs:element name="username" type="xs:string"/>

<xs:element name="password" type="xs:string"/>

<xs:element name="name" type="xs:string"/>

<xs:element name="surname" type="xs:string"/>

<xs:element name="certificate" type="xs:string" minOccurs="0"/>

<xs:element name="otherinfo" type="xs:string" minOccurs="0"/>

<xs:element ref="addresses" minOccurs="0"/>

</xs:all>

<xs:attribute name="id" type="xs:string" use="required"/>

</xs:complexType>

</xs:element>

<xs:element name="users">

<xs:complexType>

<xs:all maxOccurs="unbounded">

<xs:element ref="user" minOccurs="0"/>

</xs:all>

</xs:complexType>

<xs:key name="idUniqueness">

<xs:selector xpath="user"/>

<xs:field xpath="@id"/>

</xs:key>

<xs:key name="usernameUniqueness">

<xs:selector xpath="user"/>

<xs:field xpath="username"/>

</xs:key>

</xs:element>

</xs:schema>
</xs:schema>

Fig. 2. User entry specification Fig. 3. Service entry specification 

The service specification contains also the appropriate information needed by the 

framework’s access control mechanisms. Linking to these mechanisms is achieved 

through the defined accessControl element. The aforementioned element appears in 

two different levels within the service specification (see figure 3); one at the services

level, which intends to cover low-level access to all possible resources (i.e., to the 

whole protected system) and a second one at the service level. The latter realises the 

service eligibility association, defined in our model, thus implementing the high-level 

access control that was defined in the beginning of the section. 

The defined schema for the accessControl element is presented in figure 5. In or-

der to support a flexible definition framework, the schema has the option of choosing 

between specifying either a list of users eligible to access the controlled resource or a 

list of non-eligible users. The appropriate information is stored under the allowed or 

notAllowed elements respectively, in the form of sets of user ids. The proposed 

scheme validates that the same user does not appear sin two different areas inside the 

same accessControl element, thus avoiding erroneous situations, where two conflict-

ing restrictions apply to a single user.  
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<?xml version="1.0" encoding="UTF-8"?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">

<xs:simpleTypename="sBoolean">

<xs:restrictionbase="xs:NMTOKEN">

<xs:enumeration value="ENABLED"/>

<xs:enumeration value="DISABLED"/>

</xs:restriction>

</xs:simpleType>

<xs:element name="member" type="xs:string"/>

<xs:element name="members">

<xs:complexType>

<xs:all maxOccurs="unbounded">

<xs:element ref="member"minOccurs="0"/>

</xs:all>

</xs:complexType>

<xs:uniquename="NoDuplicateUsersPerRole">

<xs:selector xpath="member"/>

<xs:field xpath="."/>

</xs:unique>

</xs:element>

<xs:element name="role">

<xs:complexType>

<xs:all>

<xs:element name="description" type="xs:string"minOccurs="0"/>

<xs:element name="otherinfo" type="xs:string"minOccurs="0"/>

<xs:element ref="members"minOccurs="0"/>

</xs:all>

<xs:attributename="id" type="xs:string"use="required"/>

<xs:attributename="status" type="sBoolean"use="optional"default="ENABLED"/>

</xs:complexType>

</xs:element>

<xs:element name="roles">

<xs:complexType>

<xs:all maxOccurs="unbounded">

<xs:element ref="role"minOccurs="0"/>

</xs:all>

</xs:complexType>

<xs:uniquename="uniqueRolesPerService">

<xs:selector xpath="role"/>

<xs:field xpath="@id"/>

</xs:unique>

</xs:element>

</xs:schema>

<?xml version="1.0" encoding="UTF-8"?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">

<xs:simpleType name="sBoolean">

<xs:restriction base="xs:NMTOKEN">

<xs:enumeration value="ENABLED"/>

<xs:enumeration value="DISABLED"/>

</xs:restriction>

</xs:simpleType>

<xs:element name="notAllowed">

<xs:complexType>

<xs:all maxOccurs="unbounded">

<xs:element name="user" type="xs:string" minOccurs="0"/>

</xs:all>

</xs:complexType>

</xs:element>

<xs:element name="allowed">

<xs:complexType>

<xs:all maxOccurs="unbounded">

<xs:element name="user" type="xs:string" minOccurs="0"/>

</xs:all>

</xs:complexType>

</xs:element>

<xs:element name="accessControl">

<xs:complexType>

<xs:choice>

<xs:element ref="allowed" minOccurs="0"/>

<xs:element ref="notAllowed" minOccurs="0"/>

</xs:choice>

<xs:attribute name="status" type="sBoolean" use="optional" default="ENABLED"/>

</xs:complexType>

<xs:unique name="uniqueUserAllowed">

<xs:selector xpath="allowed/user"/>

<xs:field xpath="."/>

</xs:unique>

<xs:unique name="uniqueUserNotAllowed">

<xs:selector xpath="notAllowed/user"/>

<xs:field xpath="."/>

</xs:unique>

</xs:element>

</xs:schema>

Fig. 4. Roles specification Fig. 5. Access Control specification 

An obvious omission, from our formal model is that no information concerning 

service methods is defined within the introduced XML specifications. Apparently, no 

role declarations, as defined in the formal model, exist but roles are directly associ-

ated with services instead of methods. Role declarations were deliberately not in-

cluded in our proposed schemes as there are already related XML specifications, 

which are widely used today. The most noteworthy of these schemes is the EJB 2.x 

declarative security specification [10], [11] an example of which is cited in figure 6. 
<assembly-descriptor>

<method-permission>

<role-name>Administrator</role-name>

<method>

<ejb-name>PositioningService</ejb-name>

<method-name>getLocation</method-name>

<method-params>

<method-param>java.lang.String</method-param>

</method-params>

</method>

</method-permission>

</assembly-descriptor>

Fig. 6. Declarative security definition in EJB 2.0 (excerpt from the EJB deployment descriptor) 

4.2   Security mechanisms 

A fundamental part of the security framework is the security context, which is created 

after a successful id is detected. The security context is an internal memory object 

indexed by the unique user id which holds all security information related to the spe-
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cific user. An example of its structure (i.e., supported fields) is presented in figure 7. 

Following its creation, the security context is updated with the appropriate security 

information for the designated user.  
Id u1235678

System access OK

Accessible 

Services

Service1

Service4

…

roles: service1.role1

service2.role1

service2.role4

Valid until 12/4/2003 11:52

Fig. 7. Security Context definition 

Each entry of the security context is filled with the appropriate information by the 

corresponding security mechanism. Low-level access control sets the system access

field, while high-level access control updates the accessible services field with all 

services available to the user. Finally the role-based authorization process retrieves, 

from the registry, all the available roles for a specific user and inserts them in the 

roles field. The role of the security context is to provide some kind of caching 

mechanism for the information pertaining to the authenticated user in order to speed 

the authorization and access control process. It can be eliminated without any impact 

to the pursued functionality, but then each security mechanism will need to consult 

the Registry for every request submitted to the protected system, even if this request 

is the same with a previous one. The whole access control process is depicted in fig-

ure 8. 

New user

Usernam e-

password

or

certificate

authentication

ID detected

successfully?

No

Low-level user-

based access

control

ID eligible?

Failed to access

the resource

Access the

resource

No

Yes

High-level user-

based access

control

Yes

ID eligible?

No

Role based

access control
Yes

Registry

ID authorised?No

Yes

Security

context (ID)

Create security

context

Fig. 8. Access control process 

User-Based Access Control. It includes the low level and the high-level user-based 

access control mechanisms.
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Low-level access control. The low-level access control is the first security mecha-

nism, which can be applied in order to restrict/allow access to the whole protected 

system.  The mechanism is automatically enabled if the accessControl element of the 

services portion of the Registry is present and set to ENABLED. 

Low-level access control, searches all the entries under the aforementioned ele-

ment for a member value that matches the id of the user who accesses the system. 

Depending on whether the id is a member of the allowed or notAllowed element the 

user can be granted or refused access to the rest of the resources. The mechanism 

takes also provision for updating the system access field of the security context with a 

Boolean YES or NO value. When a stack access control architecture like the one 

depicted in figure 1 is adopted, further invocation of subsequent access control 

mechanisms rely on the result produced by this security mechanism. 

High-level access control. High-level access control is the second mechanism, which 

can be enforced. It performs the same operations with the low-level control, which 

was discussed in the previous section but on the service level this time. Depending on 

the implementation approach, high-level access control could process the whole Reg-

istry (i.e., all service entries) once and update the security context accordingly or 

perform this check on a per request basis each time access to a new service is re-

quested. Before invoking a certain bundle of resources (e.g. a service), the mecha-

nism checks whether the user is eligible to access the specific service and authorizes 

his further admission inside the service. Hereafter, the last mechanism (RBAC), un-

dertakes the task of handling the user request.

Role-based Access Control.  Supporting different roles per service is the key issue 

that differentiates the proposed framework from other security infrastructures. The 

RBAC mechanism performs a two phases process in order to determine if a user is 

eligible to access a resource inside the multi-service system. 

In the first phase the roles of the authenticated user are retrieved and stored inside 

the security context. All services inside the Registry are sequentially processed, and if 

the particular user owns a specific role, the corresponding role name is appended in 

the list of roles of the security context. A role object consists of the role name, which 

is specified by the service administrator/creator, prefixed by the service name, thus 

forming the role r as defined in our model. The latter is unique inside the Registry, 

thus, guaranteeing also the global uniqueness of the role.  

The second phase involves the actual access control process. At first, the required 

roles for accessing the resource/method are determined. This determination could 

vary depending upon the used role declaration scheme. For example, in J2EE envi-

ronments required the roles could be retrieved, by searching inside the deployment 

descriptor (see figure 6). Subsequently, the required roles are checked against those 

present in the security context, which were retrieved during the first phase. If a match 

is found the user is authorized to access the resource. The second phase takes place 

every time a certain resource is accessed, while the first one only once when the 

RBAC mechanism is firstly invoked. 
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5 Conclusions 

In this paper, we presented a security framework for controlling access to the critical 

resources of a computer system. We focused mainly on the definition of the appropri-

ate data structures, which will accommodate the information needed for performing 

the required security checks. A configurable 3-layer resource access control mecha-

nism, which allows implementation of security mechanism on two levels was also 

introduced. On the first level a coarse user-based access control is performed on the 

system’s level, while on the second level a fine-grained role-based access control is 

performed on the service level. The most significant achievement of the framework is 

that it allows the definition of role names inside a certain service, without influencing 

other services running on the same computer system; yet each role maintains its 

uniqueness throughout the whole system, thus allowing the adoption of distributed 

(i.e., on a service level) role management schemes. The aforementioned characteristic 

is extremely important in enterprise systems and multi-service environments, as it can 

significantly reduce the administrative overhead needed for controlling access to their 

resources.  
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Abstract. Many modern stream ciphers consist of a keystream generator and an
initialisation function. In fielded systems, security of the keystream generator is
often based on a large inner state rather than an inherently secure design. As a
consequence, an increasing number of attacks on stream ciphers exploit the (re-
)initialisation of large inner states by a weak initialisation function.
In this paper, we propose a strict separation of keystream generator and initialisa-
tion function in stream cipher design. After giving lower bounds on the necessary
inner state size, we show how a secure stream cipher can be constructed from a
weak keystram generator. We introduce the notion of inner state size efficiency
and compare it for a number of fielded stream ciphers, indicating that a secure
cipher can be based on reasonable inner state sizes. Concluding, we ask a number
of open questions that may give rise to a new field of research that is concerned
with the security of initialisation functions.

Keywords: Stream cipher, keystream generator, initialisation, inner state.

1 Introduction

Background: Let m = (m1,m2, . . .) be a message consisting of blocks mt ∈ {0, 1}
w.

A stream cipher is a pair of efficient algorithms, where encryption transforms a message
block mt into a ciphertext block ct ∈ {0, 1}w and decryption implements the inverse
transformation. Both encryption and decryption run under the control of a key K and
a counter t. Note that the use of a counter is the critical difference between a stream
cipher and a block cipher.

A frequent building block for stream ciphers is a keystream generator, i.e. a finite
state machine that transforms K into a pseudorandom bitstream z = (z1, z2, . . .) with
zt ∈ {0, 1}

w. In most cases, zt is added bitwise to mt for encryption and to ct for
decryption.

While a large body of literature exists on the design of keystream generators (cf.
[33, 27]), the remaining aspects of stream cipher design are less well researched. Only
few guidelines exist for the choice of important parameters like key length, inner state
size, or the number of bits produced before re-keying. The same uncertainty exists with
respect to the key setup algorithm that transforms the key into a starting state for the
generator.

The consequences in practical stream cipher design are twofold. On one hand, an
increasing number of stream ciphers is broken not by attacking the keystream generator,
but by attacking the key setup algorithm (e.g. RC/4 as used in the WEP protocol [35], or



A5/1 from the GSM standard [17]). There exist a few general attack techniques against
weak setup functions for stream ciphers (e.g. resynchronisation attacks [13, 23]), but no
design criteria for good initialisation functions. Considering recent research progress
on related key attacks for pseudorandom functions (see [6] and subsequent work), more
problems for stream ciphers designed in an ad-hoc manner are to be expected in the
future.

On the other hand, when a cipher is successfully attacked, a common solution is
to change the parameters while keeping the general design intact. Examples include
increasing the inner state size (e.g. for LILI-128 [9]) or decreasing the security level
(e.g. for Sober-128 [25]). For some ciphers, huge security margins for the parameters
are used in the first place (e.g. more than 33,000 bit of inner state for SEAL [32]).

Paper outline: This paper intends to be a starting point for future research on the design
of stream ciphers. We consider the construction of such ciphers from two primitives:
a keystream generator and an initialisation function. Observe that the inner state of
the cipher forms the interface between those two primitives. While a large inner state
is advantageous for the security of the keystream generator, it makes the task of the
initialisation algorithm more difficult. It also requires more memory, hampering the use
on a restricted computational device like a smart card. In many respects, inner state
bits are to stream ciphers what encryption rounds are to block ciphers: Given a large
number of them, almost any design can be secure while at the same time, performance
is suffering.

Our goal is to improve the understanding of the necessity and the limitations of the
inner state. To this purpose, in section 2, we introduce a formal model of the stream
ciphers considered. In section 3, we discuss the cryptographic relevance of inner states,
giving lower bounds on the minimum size as well as a construction for a secure stream
cipher when inner state size and initialisation time are not critical. In section 4, we
observe that the inner state size has to be limited in most practical stream ciphers. This
leads us to the definition of inner state efficiency, yielding a measure of how much the
inner state size actually contributes to the security of the keystream generator. We also
give concrete values of inner state efficiency for a number of practical stream ciphers.
Concluding, in section 5, our results are summarised, and a list of open questions for
future research on stream cipher design is presented.

2 Terminology

2.1 Keystream generators

Basic model: In [33], Rueppel defined a keystream generator as consisting of the fol-
lowing components (see the box in figure 1):

(a) An inner state St ∈ S with S ⊆ {0, 1}n,
(b) an update function f : S → S that modifies the inner state with each clock, and
(c) an output function g : {0, 1}v → {0, 1}w, w ≤ v ≤ n, that uses the inner state to

compute w keystream bits with each clock.
(d) a Boolean predicates C : S → {0, 1}, such that an inner state S is a valid starting

state iff C(S) = 1.

238



g

f

tz

tS

t tcm
w w

w

v

n
n

Fig. 1. General model of a keystream generator

Deployment in stream ciphers: Keystream generators are often used in cryptography to
implement efficient stream ciphers. A wide-spread design requires the following addi-
tional components:

(A) A secret key K ∈ {0, 1}l that is not necessarily identical to the inner state,
(B) an initialisation function h : {0, 1}l × {0, 1}m → S that derives a starting state

S0 from the key K and m bit of additional information (like an initial value or a
nonce), such that C(S0) = 1.

(C) the xor-function ⊕ : {0, 1}w × {0, 1}w → {0, 1}w which adds the keystream
bitwise modulo 2 to the plaintext, generating the ciphertext1.

2.2 Inner state size:

A naı̈ve candidate for the inner state size is the parameter n, denoting the length of
the inner state representation. There is, however, the obvious problem that the same
generator may be represented in different ways, yielding different values of n depending
on the concrete implementation.

Instead, in order to derive a unique definition of the inner state size, we consider an
autonomous finite state machine (AFSM) implementing the generator2. Such an AFSM
consists of a set S of inner states, and for each inner state S ∈ S, there exists

– a transition rule that defines the next state f(S) for S, and
– a label defining the output g(S) generated from S.

In addition, each finite state machine needs a set S0 of valid starting states.
Note that there exists an infinite number of AFSM describing the generator. In par-

ticular, the size of the AFSM (i.e. the number of inner states) can vary arbitrarily. Thus,
in order to find a unique value for the number of inner states, we need to revert to the
notion of the minimal AFSM describing the generator.

1 In fact, other functions like addition modulo 2
w are also possible, but rarely used.

2 For a full discussion of this topic, cf. [37]
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An AFSM is said to generate an (infinite) output sequence z = (z0, z1, . . .) if there
exists a starting state S0 ∈ S0 such that zi = g(f i(S0)). Two AFSM A and B are
said to be equivalent if all (infinite) output sequences produced by A are also produced
by B, and vice versa. As a consequence, all AFSM that describe a given keystream
generator are equivalent. An AFSM is said to be minimal if no equivalent AFSM of
smaller size exists. Thus, if a minimal AFSM for a given generator can be found, its
size yields the minimal number of inner states required to implement the generator.

Having introduced these notions, we can define the unique inner state size of the
generator as follows:

Definition 1. Let G be a keystream generator as defined above, and let A be a minimal
AFSM implementing G. Then the inner state size of the generator G is defined as n̂ :=
dlog2(|A|)e, where |A| is the number of inner states of A.

2.3 Attacker model

Prior knowledge: The attacker is assumed to know everything about the stream cipher
with the exception of the key K and the current inner state St. In particular, he is aware
of the set S of possible inner states and of the functions f, g and h. He also knows (or
even controls) the m bit of public information that are used, along with the key, to set
up the inner state S0.

Class of attack: We consider a known-plaintext attack. Since knowledge of plaintext
and ciphertext implies knowledge of the keystream, it can be assumed that the attacker
has L¿ 2l known keystream bits at his disposal.

Computational resources: The attacker can do any computation that requires less steps
than a complete search over the key space. This bound holds both for the precomputa-
tion and the actual attack phase, implying a bound of strictly less than 2l bits of memory
that can be used.

Notion of success: An attacker is considered successful if he can correctly predict
previously unknown keystream bits, or if he can distinguish the output of the keystream
generator from truly random bits. We say that the keystream generator is broken if there
exists an attacker whose success probability differs significantly from pure guessing.
Note that in particular, reconstruction of a correct tupel (t, St) or of the key K implies
a successful attack in the above sense.

3 Cryptographic strength from large inner states

3.1 The necessity of large inner states

In the following, let l denote the key length, n̂ the inner state size and n the length of the
inner state representation (n ≥ n̂). For most practical stream ciphers, it can be observed
that n > l holds. We will briefly discuss that this is in fact a necessary condition for
secure stream ciphers.
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First lower bound: The main design goals of practical stream ciphers are security and
efficiency. In order to achieve the efficiency goal, the functions f , g and h are chosen to
be as simple as possible. In particular, g : {0, 1}v → {0, 1}w is constructed such that
w ≤ v < min{l, n}.

Lemma 1. Let the output function g depend on v < l inner state bits and let the output
be balanced. Then the keystream generator can not be secure if n < l + w.

Proof. For such a generator, a divide-and-conquer attack can be mounted: The attacker
guesses all v bits of the inner state representation that are input to g (since v < l, this
is feasible in our attack model). He then verifies whether the output of g matches the
observed value z0. Since g is balanced, only 2−w of all assignments meet this criterion,
strongly reducing the search space. The attacker can now mount a complete search over
the remaining assignments, yielding an attack in 2n−w steps. If n < l + w, this attack
would be more efficient than brute force search over the key space of the stream cipher.
2

Since the value n depends on the implementation and is thus not under the control of the
cipher designer, the inner state size must be chosen such that the above attack becomes
infeasible for all implementations.

Corollary 1. If v < l, a necessary condition for a secure keystream generator is n̂ ≥
l + w.

Note that for many ciphers, this attack can be extended using a backtracking approach
[21, 38, 36], yielding an even greater lower bound on the minimum size of the inner
state.

Second lower bound: The requirement for a large inner state gets even stronger if the
attacker has a large amount of keystream bits at his disposal. In this case, time-memory-
data tradeoff attacks have to be taken into account, as follows.

Lemma 2. Let L be the number of keystream bits available to the attacker. Then the
keystream generator can not be secure if n < l + log(L).

Proof. A general time-memory-data tradeoff [3, 21, 7] for w = 1 can be conducted as
follows:

– Precomputation phase: The attacker draws a large sample (say, 2l−ε) of inner states
at random from S. For each sample state Si, the generator is run to produce an l-bit
output zi. The tuple (zi, Si) is stored in a table, indexed by zi.

– Attack phase: The attacker segments the known output stream into roughly L over-
lapping frames z̃j of l bits3. For each frame, he checks whether z̃j is contained in
the table, and if yes, he extracts the inner state S.

3 To be exact, there are L− l + 1 such frames.
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By the birthday paradox, there is high probability for a collision between the set of
samples zi in the table and the set of observations z̃j in the keystream if 2l−ε · L ≈ 2n.
Since this attack requires 2l−ε precomputations and L table-lookups, it is feasible for
the attacker if n ≈ l + log(L)− ε, where ε is small.
Note that this proof can be generalised for arbitrary values of w by using frame lengths
that are multiples of w, yielding the same result. 2

Again, the cipher designer can not control n, but only the inner state size n̂. Remem-
bering that an attacker who is restricted to 2l operations can read at most L = 2l output
bits, we obtain the following lower bound:

Corollary 2. If the generator produces arbitrarily large output streams, a necessary
condition for a secure keystream generator is n̂ ≥ 2l.

3.2 A generic construction

We have seen that for efficient and secure stream ciphers, the inner state size n̂ must be
strictly larger than the key size l. An obvious question is: What happens if we increase
n̂ further? An interesting observation is that a large inner state can be used to make up
for the deficiencies of a relatively weak keystream generator.

Constructing the stream cipher: Let H = {Hn | n ∈ N} be a family of cryptograph-
ically secure hash functions Hn : {0, 1}∗ → {0, 1}n. Let G = {Gn | n ∈ N} be a
family of keystream generators with n = n̂.4 Furthermore, let the generator be such
that the mapping from state space to the first n keystream bits is bijective. Finally, we
assume that there exists a known parameter c, 0 < c < 1, such that for any generator
Gn ∈ G and given n bits of output stream, predicting additional output bits will require
at least 2cn computational steps for all but O(1) cases.

Given these building blocks, we can construct a stream cipher with security level l
as follows. First, choose n such that c · n > l, and use Gn as keystream generator. The
n bits of inner state for generator Gn are initialised using the matching hash function
Hn : {0, 1}l × {0, 1}m → {0, 1}n.

Security against inversion: It can be shown that such a stream cipher is secure against
inversion attacks, as long as no assumption about Gn and Hn is violated.

Lemma 3. If the stream cipher (Gn, Hn) can be inverted in less than 2l steps, then the
hash function Hn can be inverted in less than 2l + n steps.

Proof. Assume that there exists an attacker A who, given the description of (Gn, Hn)
and at least n bit of cipher output z, can invert the stream cipher in less than 2l steps.
Then we can construct an inverter A′ who, given a valid output y of the hash function
Hn, finds a corresponding input x such that Hn(x) = y.

4 Many keystream generators are of that kind, e.g. many LFSR-based combination and filter
generators or clock-controlled generators.
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– A′ runs the keystream generator on inner state representation y, producing n bit of
cipher output z = Gn(y).

– A′ invokes attacker A with input z and obtains a key k with Gn(Hn(k)) = z.
– A′ outputs k.

Note that k meets the condition Gn(Hn(k)) = z. Since Gn is injective, there exists
only one intermediate value y with Gn(y) = z, implying that Hn(k) = y. Thus, A′ has
inverted the hash function, using 2l + n computational steps. 2

Security against prediction: Analogously, it can be shown that the stream cipher is
secure against prediction attacks, as long as the output of keystream generator Gn can
not be predicted in less than 2cn computational steps in all but a small number of cases.

Lemma 4. If the stream cipher (Gn, Hn) can be predicted in less than 2l steps, then
the keystream generatorGn can be predicted in less than 2l steps on a significant subset
of its inputs.

Proof. Assume that there exists an attacker A who, given the description of (Gn, Hn)
and output bits (z0, . . . , zn−1), can predict output bits (zn, . . . , zn+d−1) correctly in
less than 2l steps. Then we can construct a trivial predictor A′ who, given a valid output
(z0, . . . , zn−1) of Gn, can predict the subsequent output bits (zn, . . . , zn+d−1) in at
least 2l different cases.

– A′ runs A on input (z0, . . . , zn−1) and obtains bits (zn, . . . , zn+d−1).
– A′ outputs (zn, . . . , zn+d−1).

Note that due to the injectivity of Gn, (z0, . . . , zn−1) was generated from a unique
starting state S0. For the analysis, we have to distinguish two cases:

(a) If S0 is a possible output of Hn, the sequence (z0, . . . , zn−1) is a correct output of
the stream cipher (Gn, Hn). Thus, if A predicts correctly for the stream cipher, A′

predicts correctly for the generator.
(b) If, however, no key k exists such that Hn(k) = S0, the behaviour of A (and thus of

A′) is undefined - the prediction may or may not be correct.

In any case, the running time of A′ is identical to the running time of A, yielding an
effort of less than 2l steps. Note that the algorithm is always right if case (a) occurs,
yielding a correct prediction in at least 2l (out of 2n) cases. 2

4 Inner state efficiency

4.1 Disadvantages of large inner states

In practice, stream ciphers often use a relatively weak keystream generator and rely on
the inner state size and the key schedule algorithm for security. Since constructing a
cipher in the above way is tempting, why not use it as a general design rule?

With all their advantages as demonstrated in sections 3.1 and 3.2, there are also three
arguments against large inner states. The first (and most obvious) one is that memory

243



is not for free. While on a modern PC, sufficient memory should be available, other
platforms like encryption hardware or smartcards may require a more economical use
of resources. A second problem is that cryptographic memory must be protected from
observation (both on general purpose and specialised hardware), and that an increase in
memory size increases the options of an attacker, e.g. for side-channel attacks.

But there is third, more subtle reason why large inner states do not only provide
advantages: most practical stream ciphers have to be re-initialised on a regular basis;
i.e. after producing a fixed number of output bits, a new inner state is computed from
the same key K, but with different additional information. This can be for synchroni-
sation purposes, but also due to cryptographical reasons.5 However, for a stream cipher
with a large inner state, either performance or security of the initialisation procedure is
impaired.6 If the cipher re-initialises rather often, the function h must be computable
in as few computational steps as possible. On the other hand, a good mixing of key
and nonce into the starting state can not be obtained in a small number of computa-
tional steps. The lack of widely accepted design criteria for such initialisation functions
further complicates the problem.

4.2 Efficient inner state size

For all of the above reasons, the inner state size must not be too large, even though
a certain minimum size for the inner state is necessary, as shown in subsection 3.1.
Note that the lower bound on the required inner state size depends on the quality of
the keystream generator. In order to make comparisons between different generators
possible, we introduce a measure of inner state efficiency, much in analogy to the well-
known efficient key size.

Definition 2. Let G be a keystream generator, and let A be the best known attack
against G. The efficient inner state size of G is a number σ ∈ R such that execut-
ing A takes as many computational steps as a brute force search over 2σ starting states
of G. The quotient γ = σ/n̂ is denoted as the inner state efficiency and is a measure
for the quality of the keystream generator G.

4.3 Comparison of fielded stream ciphers

For an arbitrary generator, the inner state efficiency lies in the range of 0 ≤ γ ≤ 1.
However, using the time-memory-data tradeoff technique presented in subsection 3.1,
it can be shown that for a generator that produces at least 2n̂/2 output bits, the inner
state efficiency is restricted to 0 ≤ γ ≤ 0.5. But what values of γ are encountered in
practice?

In table 1, the efficiency δ of inner states is compared for a number of contemporary
stream ciphers. We denote by lmax the maximum key length of the overall stream cipher.

5 Note that once the number of keystream bits available to the attacker gets large, most keystream
generators become vulnerable to a wide range of cryptanalytic techniques, like time-memory-
data tradeoffs, correlation attacks, differential attacks, or algebraic attacks.

6 This line of research was first proposed to us by W. Meier [31].
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Cipher lmax n̂ σ γ

A5/1 [8] 64 64 32.0 0.5000
Lili-128 [14] 128 128 48.0 0.3750
E0 [1] 128 132 49.0 0.3712
Sober-t32 [26] 256 576 158.0 0.2743
SNOW 1.0 [15] 256 576 100.0 0.1736
Scream [24] 128 4,116 100.0 0.0243
RC4 (8bit) [29] 256 1,700 30.6 0.0180
Leviathan [30] 256 6,784 39.0 0.0057
Seal 3.0 [32] 160 33,036 43.0 0.0013

Table 1. Keystream generators of fielded stream ciphers (details: appendix A)

Note that σ represents the most efficient attack that (a) has been published at the moment
and that (b) targets the keystream generator only. Also note that runtime estimates for
cryptographic attacks are always somewhat tricky, but the order of magnitude should
be correct. In appendix A, a short description is given on how values n̂ and σ have been
derived.

It can be observed that the stream ciphers with particularly large internal states have
very low inner state efficiencies. It could be argued that the attacks that determined σ
for these ciphers are distinguishing attacks, and that in all cases, it is not known how to
transform them into prediction or key reconstruction algorithms.7 But then again, dis-
tinguishing attacks could be mounted against the ciphers with smaller inner states, too,
with less drastic results. As a consequence, the ciphers with large inner states do not
seem to enjoy a real advantage over ciphers with small values for n̂. In other words: It
should be possible to construct a secure stream cipher from a generator with a reason-
able inner state size.

5 Conclusions and research directions

Directions for future research: The following is an incomplete list of open questions
that might be of interest for a more thorough understanding of stream cipher design.

– How much inner state is required to make a stream cipher secure?
– What is the right cryptographic primitive for a key schedule algorithm? Is a full-

scale pseudorandom function generator required, or can we get away with a less
strict security requirement?

– What constructions for provably secure stream ciphers can be given, in particular
in the concrete security setting [5]?

– Can a set of practical design guidelines for key schedule algorithms be developed,
in analogy to the design guidelines for block ciphers or keystream generators? What

7 In addition, these ciphers are not meant to be re-synchronised frequently. Thus, they can indeed
afford larger internal states under running time considerations, since re-initialisation is required
only rarely.
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knowledge about key schedule algorithms from block ciphers can be re-used for
stream cipher initialisation?

– What are the conditions for a direct attack on the key? What can be said about the
relationship between the keystream generator and the key schedule? Is it possible to
develop a good stream cipher by using generic keystream generators and key setup
algorithms independently? Or should both algorithms be chosen in an orthogonal
way, being dependent on one another?

Summary: We have have shown that for a wide-spread type of stream ciphers, an in-
crease in inner state size can increase the security of the keystream generator used, but
at the same time can slow down or even weaken the initialisation function. As a conse-
quence, we propose to evaluate the strength of the keystream generator used relative to
its inner state size. To this end, the notion of inner state efficiency was introduced. In an
ad-hoc survey of practical stream ciphers, ciphers with large inner states displayed no
cryptographical advantage over those with small inner states. This is an indication that
efficient use of inner states is not just a theoretical claim, but is feasible in practice. To
this end, we gave a number of questions that may be addressed by future research.
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A Deriving n̂ and σ

In the following, the inner states and best known attacks for the keystream generators in
section 4.3 are discussed. In most cases, inner states can be subdivided into a linear part
(i.e. inner states whose update function is linear), a nonlinear part, and key-dependent
S-boxes which may or may not be bijective.

Note that for each stream cipher, only those attacks that target the keystream gener-
ator directly are considered.

– A5/1: The inner state is purely linear, consisting of 64 bit.
Numerous attacks have been proposed against the full A5/1 stream cipher, all taking
into account that in practice, only a small number of output bits is available to the
attacker. If, however, we assume an arbitrary amount of output bits, the generic
time-memory-tradeoff attack is most efficient, yielding σ = 32.

– E0: The inner state consists of a 128-bit linear part and a 4-bit nonlinear part.
A number of attacks against the E0 generator have been proposed in literature.
For the time being, the algebraic attack technique proposed by Courtois [11] using
equations developed by Armknecht and Krause [2] seems to be the most efficient,
requiring roughly 249 computational steps. The attack does, however, require more
consecutive output bits than the cipher produces between two re-initialisations.

– Leviathan: The inner state consists of a 48-bit counter and 4 permutation tables
over {0, 1}8. Thus, the overall inner state size is 16 + 4 · 1, 684 = 6, 784 bit.
The best known attack against Leviathan is a distinguisher by Crowley and Lucks
[12], requiring 239 bits of output and a similar work effort.

– LILI-128: The inner state consists of two independent linear states of sizes 39 and
89 bit, respectively, yielding a total inner state size of 128 bit.
Given the construction of the cipher, a security level of 128 bit was not achievable
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in the first place due to lemma 1. As a consequence, a number of attacks on LILI-
128 have been published, the most efficient one being a specialised time-memory
attack by Saarinen [34] that requires roughly 248 computational steps. Note that the
attack proposed by Courtois in [11] formally requires less computational steps, but
needs 260 output bits.
In the meantime, a successor LILI-II has been published [9]. The inner state size
has been almost doubled to 255 bits, with the allowed key size still at 128 bit. No
cryptanalysis of LILI-II has been published so far.

– RC4 (8-bit version): The inner state size of RC4 is difficult to analyse. It consists
of two 8-bit state variables and a table that implements a permutation {0, 1}8 that
changes over time. Normally, this would yield an inner state size of 16 + 1, 684 =
1, 700 bit. However, the starting values for the state variables are key-independent,
and it was shown by Finney [18] that a fraction of 1/256 states can never be
reached. Experiments on smaller versions of RC4 seem to indicate that the frac-
tion of non-reachable states is even larger but still small enough that 1, 700 is a
good approximation of the inner state size.
Numerous attacks against RC4 have been described. A particularly strong attack
against its keystream generator was proposed by Golić [22] and improved by Fluhrer
and McGrew [20]. The attack is a distinguisher that requires 230.6 output bits and a
similar amount of work.

– Scream: The generator uses an evolving state of 128 bit, a round key of 256 bit,
a mask table (16 times 16 bytes) of 2,048 bit, and an S-Box that implements a
permutation over {0, 1}8 (1,684 bit). Thus, the inner state size is 4,116 bit.
The best attack against Scream that we are aware of is a linear distinguisher by
Johansson and Maximov [28]. It requires about 2100 output bits and a similar work
effort. Note, however, that Scream has been published only quite recently, i.e. it has
not yet received the full cryptanalytic consideration.

– Seal 3.0: The generator uses a 12 bit counter, 8 32-bit state words, and a set of
lookup tables consisting of 1024 32-bit words, contributing up to 32, 768 bit to the
inner state. Thus, the inner state size of the generator is 33, 036 bit.
While the state words are re-initialised every 26 · 27 = 213 output bits, the ta-
bles are re-initialised once every 219 output bits. Thus, SEAL has two initialisation
functions h1 and h2, and can be seen considered as a stream cipher (H,G) =
((h1, h2), g). Note that the best known attack - a distinguishing attack by Fluhrer
[19] that requires rougly 243 computational steps - is only applicable if (h2, g) is
considered as the keystream generator.8

– Snow 1.0: The linear part contributes 16 32-bit words to the inner state, while the
nonlinear part adds another 2 32-bit words, yielding a total inner state size of 576
bit.
Amongst the attacks proposed against Snow 1.0, the most efficient is a distinguisher
by Coppersmith et al. [10], requiring about 2100 computational steps.
An updated version Snow 2.0 with equal inner state size has been proposed [16],
but no cryptanalytic results are available yet.

8 The inner generator g is in fact a one-time pad: Without additional knowledge about the ini-
tialisation function, it is secure in an information-theoretical sense.
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– Sober-t32: Here, the inner state consists of 17 linear 32-bit words and one 32-bit
constant. Thus, the inner state size is 576 bit.
The most efficient attack against full Sober-t32 is a distinguisher presented by Bab-
bage et al. [4], requiring 2153+5 = 2158 output bits and a similar work effort.
Recently, a new version Sober-128 with equal inner state size but reduced key
length was published [25]. However, no cryptanalytic results are available for the
time being.
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Abstract. XML is accepted as a standard format for data exchange on the Web. 
XML security research has mainly been focused on textual documents since its 
origin. The previous works are not appropriate in the context of geographic 
data, which comprises spatial and non-spatial data. Controlling access to those 
data was a troublesome task because of proprietary and composite data formats 
of GISs and complex data structures of spatial database systems. Besides 
allowing flexible integration of geographic data, XML offers us methods to 
deploy access control for these systems. In this paper we propose an access 
control model for Web GIS, in which controlled access depends on spatial 
extents of geographic data, by employing XML, and XML-based 2D vector 
graphic format SVG. We show its utility in the domain of Internet Mapping into 
the application of public safety and disaster management for national and local 
governments. 

1 Introduction 

Recent Web and XML technologies allow us to transfer from conventional 
Geographic Information System (GIS) to Web/Human GIS. As a result, every user on 
the Internet can retrieve geographic information using communication devices, such 
as PCs, mobile phones, and PDAs, independent of his/her location. The GIS paradigm 
is shifting from expert-oriented GIS to low-cost consumer oriented GIS which 
provides an open and rich information container for typical users on the Internet.  

Internet Mapping is the major integral part of Web GIS, which can be implemented 
either within GIS or separately by using XML technologies as glue. The W3C’s 
Scalable Vector Graphics (SVG) [15] has become a new visualization format of such 
geographic and map data on the Internet1 [6, 13].  

                                                           
1 In fact, major GIS vendors started to support the format in their product families. 
 This work is partially supported by JSPS Grant-in-Aid for Scientific Research (B) No. 

15300029. 



Such powerful Web GIS and online interactive maps support facilities for 
collecting, manipulating, sharing, visualizing, and analyzing geo-related information 
and human related information. Since there is no geographical boundary for accessing 
such private information, there arises specific security concerns in this context.  

Applications for ensuring public safety [7, 14], such as disaster management, 
homeland security, emergency medical services, crime and terror analysis are 
emerging and have been under the attention of nations for the last few years. When 
we face a big disaster, it is important to be able to make quick access to geographic 
and personal data at any level of government, non-government, and private entities 
for minimizing damage and saving lives [7, 14]. Thus, offering a large amount of 
personal information with real world spatial positions and addresses, privacy 
protection is inevitable in this incorporated environment. Such open and rich 
information sources may be used by various kinds of users for aggressive purposes.  

In this paper we introduce a technique to protect sensitive information in a Web 
GIS environment by developing an XML-based geographic access control model. In 
particular, we consider spatial extents and levels-of-details (LoD) of geographic data 
to regulate access.  

The remainder of this paper is structured as follows: Section 2 introduces related 
work and Section 3 provides a demonstrative scenario that sketches the access control 
policies and requirements. Section 4 presents a brief introduction to SVG vector 
format and XML foundations. The underlying XML-based geographic data model is 
presented in Section 5 and the access control model formulation is introduced in 
Section 6, respectively. Section 7 describes spatial access control enforcement 
algorithm. Finally, section 8 gives concluding remarks and future improvements in 
this area.  

2 Related Work 

Controlling access to XML documents in the context of text data have received 
notable efforts and the data security community has proposed several models and 
systems.  

Damiani, et al. [3] and Bertino, et al. [1] have developed access control systems 
and prototypes in which fine-grained and content-dependent control of XML 
document fragments are realized. Damiani, et al. [4] presented a model for selectively 
controlling access to fragments of SVG graphics. Authorization objects are defined by 
explicit object IDs and implicit conditions on the objects. Kodali, et al. [8] have 
proposed a model for enforcing control to SMIL movies. S. De Capitani di Vimercati 
[5] has considered temporal aspects of XML and proposed an authorization model for 
Temporal XML documents.   

Since these previous proposals are considered to be inappropriate in a geographic 
context, we extend them and propose an XML-based access control model by taking 
into account the peculiarities of geographic data. Specifically, we consider spatial 
extents and LoD of XML-based geographic data to regulate access.   

Chun, et al. [2] have proposed a novel model for protecting a geo-spatial image 
database by developing an indexing structure for geo-spatial data. However, they did 
not consider XML formats and map data.  
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3 Motivation and Demonstrative Scenario 

Within a framework of a disaster management system for local and national 
governments, various kinds of users, (organized as teams, such as administrative, 
rescue, medical, research and inhabitants etc.,) interact with the system dynamically 
depending on their needs and responsibilities2. The teams are allowed to access only 
relevant information to execute their job functions, e.g. a medical team has access to 
the detailed information of invalids and/or people who need special care during a 
disaster, such as concrete address, current position of invalids, physical condition, etc. 
On the other hand, a rescue team has access to detailed information of all houses and 
buildings within the danger area, such as the number of people, the house condition, 
pictures and detailed information of surrounding buildings, and personal data of 
members of households etc.    

The members of a team need to be classified into levels depending on their 
administrative units: from local to national (such as area, district, town, city, 
prefecture and nation). Furthermore, members in the same team at the same 
administrative unit level are divided into distinct administrative regions, depending on 
their locations. 

Before introducing requirements for access control in such a working environment, 
we describe some geographic data concepts briefly. In Figure 1 we can see a map 
fragment depicting layers of geographic information with an instance of descriptive 
data of a geographic feature (e.g. a building) in a Web GIS environment. 

 

 
Fig. 1. Fragment of a map in a Web GIS environment. 

 
The descriptive data handles alphanumeric properties of features, and is called the 

non-spatial component of geographic data.  In our case, it can be detailed information 
of the building. They are stored in a database behind the Website. Besides having 
descriptions, features have spatial extents, geometry and topology, and are called the 

                                                           
2 The intention here is to introduce conceivable security requirements in our model but not to 

illustrate a robust emergency system. 

253



spatial component of geographic data. At the conceptual level, an instance of 
geographic data is called a geographic object3 [11].  

When a user clicks on a feature, the database query will be issued and related 
descriptive data is rendered as shown in Figure 1. In a conventional geographic 
context, users are allowed to access both spatial and non-spatial components of 
geographic data without any types of security limitations. However, according to 
security policies in the beginning of this section, only users who belong 
administratively to Area1 (on the right side of Figure 1) might be allowed to access 
geographic objects within this region only, but not in Area2 or in any of the remaining 
regions. Area1 and Area2 become a bigger administrative region, and the principle 
should function at this level and for all higher levels up to the national level.  

To summarize, the following requirements are derived:  
 

• Flexible organization of various kinds of users by employing any possible 
combinations of role-based, ID-based and profile-based paradigms;  

• Controlling access to geographic objects based on spatial extents; 
• Permissions to access geographic data with several LoD; 

4 Basic Concepts 

4.1 XML basics 

To derive a data model of an XML document, graphs and trees are widely 
employed. XML expresses information using four basic components: elements, 
attributes, data values, and hierarchy/graph. XML elements are tagged and they 
contain data values or other elements recursively. Elements may have one or more 
attributes and the attributes define properties of the elements. In this paper we use a 
directed graph to structure components of XML because of its expressive power. 
Vertices of the graph represent elements and attributes, and edges represent 
relationships between them. We define an XML document as follows:  

 
Definition 1 (XML document). An XML document is a tuple d=(Ve, Va, E, Tg, Vl, 

r, φE
’), where:   
- Ve is a set of vertices representing elements, 
- Va is a set of vertices representing attributes, 
- E is a set of edges, 
- Tg is a set of element and attribute names, 
- Vl is a set of element and attribute values, 
- r is the root of an XML document, 
- φE is a function that associates edges and vertices. 

 
Here we use an ordered model of an XML document. Each vertex representing an 
element contains the graph-wide unique identifier. 

                                                           
3 We use terms geographic data and geographic object interchangeably later on. 
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4.2 Overview of SVG 

Scalable Vector Graphics (SVG) [15] is an XML-based markup language used to 
describe and integrate two-dimensional vector graphics, raster images and text. Basic 
geometric/graphics elements are: rectangle, circle, ellipse, line, polyline, polygon, and 
finally the path object. Graphics in SVG format can be semantically reached and are 
highly structured. Objects in this structure can be grouped, styled and composed into 
higher-level objects. SVG offers a number of important advantages over raster 
formats, especially when it comes to displaying map graphics. The advantages 
include: 
 
• SVG works well across platforms, output resolutions, and a range of bandwidths 
• SVG fully supports the DOM (Document Object Model) and is fully scriptable 
• SVG offers greater structural control than other raster and vector graphic formats 

5 Geographic Data Model based on XML  

The geometric attributes of geographic data are used to effectively store and retrieve 
such data. In order words, the attributes define only the physical properties of those 
data. Hence, we need to specify a data model which is capable of expressing 
geographic objects on a high level before proceeding to the definitions of the access 
control model. 

In GIS, information is organized into layers and a layer consists of homogeneous 
geographic objects/features (i.e., objects having the same structure). To model 
geographic data in XML, we employ XML and XML-based graphic format SVG.  

Generally, SVG has five kinds of elements, including graphics/geometric elements, 
non-rendered text elements, rendered elements by references, reference elements, and 
container elements. The geometric elements (listed in section 4.2) are the main 
building blocks of features of geographic data. Thus, we assume classifications of 
SVG elements as only two, geometric and non-geometric, for formal definitions. IDs 
of layers, features and SVG elements are unique and can be the graph-wide identifiers 
or can be defined by the ID attributes of elements. Let LR be a set of layers and FT a 
set of features.  

 
Definition 2 (SVG map). A SVG map is a tuple sm=( e

smV , a
smV , Esm, Tgsm, Vlsm, 

rsm, φEsm, Gsm), where: 
- e

smV = geo
smV ∪ nongeo

smV is a set of vertices, where geo
smV are vertices 

representing geometric elements and nongeo
smV  are vertices representing non-

geometric elements, respectively. 
- a

smV  is a set of vertices representing attributes of all kinds of elements, 
- Esm is a set of edges representing relationships among elements; 
- Tgsm is a set of element and attribute names, 
- Vlsm is a set of element and attribute values. 
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- rsm is a SVG root element, 
- φEsm is a function that associates edges and vertices, 

 
A feature can be denoted by listing identifiers of geometric elements in SVG.  
 
Definition 3 (A feature in a SVG map). A feature in a SVG map, denoted by ft, is 

a set of identifiers of geometric element in sm, that is, ft={id1, id2,... , idn}, with idi ∈ 
{idv | v ∈ geo

smV }.  

 
Fig. 2. An example of SVG, presenting a layered map including features. 

 
Consequently, a layer can be denoted by listing identifiers of features or directly 

by its own unique ID. A very simple SVG map example is shown in Figure 2. 
For definitions of the components of descriptive data of geographic objects, XML 

formulations are employed. We denote the set of descriptive data as XML description 
database.  

  
Definition 4 (XML description database). An XML description database denoted 

by db is a XML document formulated by Definition 1. 
 
The definitions of records and tables can be done by listing XML element 

identifiers of the XML description database. Thus, we denote a set of records as RD 
and a set of tables as TB, respectively. 

 
Definition 5 (Feature-description mapping). Feature-description mapping 

(depicted in Figure 3) is a one-to-one relation from feature set FT to record set RD. In 
order words, there is a function fdm: FT → RD where each ordered pair (a, b), a ∈ FT 
and b ∈ RD, is unique and is connected by an ID/key. 
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Fig. 3. Feature-description mapping 

6 XML-based Geographic Access Control Model 

6.1 Authorization object 

We define authorization objects directly in terms of XML element identifiers and/or 
by XPath and XQuery expressions [1, 3] in our model. However, in order not to lose 
semantics and structural organizations of geographic data, we should define 
authorization objects by identifiers of features and layers or spatial extents of them. In 
addition, defining authorizations on each feature is impractical since geographic data 
hold huge amounts of geographic information that leads the authorizations base to 
become too large and unorganized. Instead, we define authorization objects at a layer 
level in authorizations and use spatial extents to filter protection objects within a 
region in a layer.   

6.2 Authorization subject 

We employ the integrated approach of user ID, profile and role-based paradigms in 
our system. Thus, an authorization subject represented as a tuple, (uid, profile, role-
set), where uid is the unique ID of a user, profile is a set of user properties, and role-
set is a set of role names. Profile in turn is a tuple (name, address, work), where name 
is a user name, address is an affiliation address and work is an affiliation function, 
respectively. The users can be modeled and organized by role hierarchies like any 
other role-based models. In our current proposal we utilize a role-graph structure such 
as [9] and will develop more flexible structures in further works. 

 
Definition 6. (Authorization subject) An authorization subject specification is the 

form, structured as XML document: 
 
<ELEMENT  subject     (uid, profile, role+)> 
<ELEMENT> uid  (#PCDATA) 
<ELEMENT> role    (#PCDATA) 
<ELEMENT  profile  (name, address, work)> 
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<ELEMENT> name  (#PCDATA) 
<ELEMENT> address  (#PCDATA) 
<ELEMENT> work  (#PCDATA) 

6.3 Authorization 

An authorization in the model is specified as follows: 
 
Definition 7 (Authorization). An authorization a is a tuple (auth-subj, auth-obj, 
oper_reg, LoD, md), where: auth-subj is the authorization subject specification as 
defined in Definition 6, auth-obj is the authorization object specification defined as 
layers, md is a set of action modes like view, insert, update, delete, all, etc., oper_reg 
and LoD are the values which define a set of operative regions and LoD the subject 
allowed to access. Currently, the LoD is defined only on the descriptive database part 
of objects and the values of LoD range from 3 to 1, i.e. from fine-detailed to coarse-
detailed. 

 
Example 1: A1 = ((su123, null, adm), {layerk, layerk+1, layerk+4}, regionL2-1, 1, 
{all}): This authorization allows the subject, who is included in role administrative 
and uid = su123 to execute all action modes (view, insert, update and delete) on 
objects inside regionL2-1 on layerk, layerk+1 and layerk+4 with detail level 1. 
 
Example 2: A2 = ((su456, null, medical), {layerk+1, layerk+2}, regionL1-1, 2, {view}): 
This authorization allows the subject, who is included in role medical and uid = su456 
to execute view mode on objects inside regionL1-1 on layerk+1 and layerk+2 with 
detail level 2. 
 

In the following section we introduce a spatial access control enforcement 
algorithm. 

7 Spatial Access Control Enforcement 

Although access control enforcement is quite similar in many systems [12], in order 
to manage access control spatially a spatial indexing structure on authorization objects 
is needed [2]. Chun, et al. [2] have chosen a variant of quadtree, which belongs to the 
space-driven approach and the main memory access method. To manage access 
control spatially and effectively for geographic data, however, we need a secondary 
memory structure and the data-driven approach with LoD support [10]. Since, 
typically, geographic databases occupy several gigabytes of storage and the 
distribution of geographic objects on a plane is rambling. Due to space limitation, we 
will present such an indexing structure in another paper.  

Here, we describe spatial access control enforcement in an easier way by 
employing R-tree based indexes, such as R*-tree. Data values of x, y coordinates of 
SVG geometric elements express positions of features in a SVG map. Consider 
features in the SVG map as indexed by R-tree on those values and the leaf nodes of 
the tree contain IDs of features of the SVG map. 
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To describe our algorithm we have used literals, because our intention is to give a 
clear explanation rather to be efficient or provide well-formalized listing. The 
enforcement algorithm comprises the following main stages: 

 
Step 1. Authorizations evaluation: Determine the set of suitable authorizations 

for the user’s request. 
Step 2. Spatially authorized objects calculation. Retrieve IDs of features by 

traversing R-tree indices of authorized layers by window queries on the 
operative region set values of the requestor.  

Step 3. Elimination of unnecessary IDs. By employing a complex elimination 
algorithm or using an address-matching function, check and eliminate IDs of 
features, which do not reside in authorized administrative regions of the 
requestor.    

Step 4. Retrieval of corresponding records. By the extracted IDs, parse and 
retrieve corresponding records with appropriate LoD from the XML 
description database. Retrieval of records with appropriate LoD can be done 
by XQuery expressions. 

Step 5. Document rendering. Form a final view of the SVG map only with 
spatially authorized features and render for the requestor. 

 
During navigation with the map, the requestor can access/see only authorized 

features. The descriptive data of the features will be depicted on the allowed LoD as 
well. In Figure 4 we can see an instance of a user (who is allowed to access features in 
regionL2-1 with LoD 1) view, which rendered after considering corresponding 
authorizations. 

 
Fig. 4. An instance of a user view. 

8 Conclusions and Future Work 

In this paper we have presented an XML-based access control model for regulating 
access to geographic data considering spatial extents and LoD. We have shown its 
utility in the domain of Internet Mapping into the application of a disaster 
management framework for national and local governments.  

Since the work is derived from our preliminary results, a number of improvements 
and investigations need to be done. The performance issues will be evaluated and 
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efficiency improvements will be conducted. Temporal constraints of access control 
will also be integrated into the model.         
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Abstract. With more and more acceptance of Digital Certificates and Public 
Key Infrastructures (PKI), the mechanisms to revoke a certificate in a PKI have 
recently received increasing attention. The revocation mechanisms are 
commonly classified into Certificate Revocation Lists (CRLs), trusted 
dictionaries and online mechanisms. The designer of a PKI should select an 
appropriate revocation method suiting his requirements. This turns out to be a 
sufficiently confusing task as different revocation solutions are good in 
different type of environments. We ask the question “How do we decide which 
revocation solution to use amongst the various categories of solutions?” We 
first conduct a survey of the existing certificate revocation techniques and then 
analyze and compare the various classes of revocation methods for their 
advantages and disadvantages. This analysis can greatly help the PKI designer 
to select the right revocation solution. 

1   Introduction 

A certificate is a digitally signed statement binding the key holder's (principal's) name 
to a public key and various other attributes. The signer (or the issuer) is commonly 
called a certificate authority (CA). Certificates act as a mean to provide trusted 
information about the CA's declaration w. r. t. the principal. The declaration may be 
of the form- 
 "We, the Certificate Authority declare that we know Alice. The public key of Alice is 
..." 
 "We further declare that we trust Alice for ..." (optional part) 
Certificates are tamper evident (modifying the data makes the signature invalid), 
unforgeable (only the holder of the secret, signing key can produce the signature). 
Certificates are the building blocks of a Public Key Infrastructure (PKI). PKI is 
defined to be "The set of hardware, software people, policies and procedures needed 

                                                           
1 Throughout the paper, we use examples involving Alice and Bob, where Alice is assumed to 

be the sender and the subject of the certificate and Bob is assumed to be the acceptor (or the 
verifier) of the certificate. 



 

 

to create, manage, store, distribute, and revoke public key certificates based on public 
key cryptography" in the IETF PKIX Roadmap [1]. 

When a certificate is issued, the CA (issuer) declares the period of time for which 
the certificate is valid. However, there may be some situations when the certificate 
must abnormally be declared invalid prior to its expiration date. This is called 
certificate revocation. This can be viewed as "blacklisting" the certificate. This means 
that the existence of a certificate is a necessary but not sufficient evidence for its 
validity. A method for revoking certificates and distributing this revocation 
information to all the involved parties is thus a requirement in PKI. The reasons for 
revoking a certificate may be: suspected/detected key compromise, change of 
principal name, change of relationship between a principal and the CA (e.g. Alice 
may leave or be fired from the company) or end of CA's trust into the principle due to 
any possible reason. 

The revocation mechanism should have an acceptable degree of timeliness, i.e., the 
interval between when the CA made a record of revocation and when this information 
became available to the relying parties should be small enough to be acceptable. 
Further, it is very important for the revocation mechanism to be efficient as the 
running expenses of a PKI derives mainly from administering revocation [4]. 

2   Available Revocation Techniques 

This section briefly outlines a number of available revocation schemes- 

2.1   Certificate Revocation Lists (CRLs) 

CRLs are the most common and simplest method for certificate revocation. A CRL is 
a periodically issued list containing the certificate serial number of all the revoked 
certificates issued by a particular CA. This list is digitally signed by the CRL issuer to 
avoid tampering. The relying parties willing to validate a certificate issued by a 
particular CA can then download the most recent CRL of that CA. 

Many variants of this "basic" CRL scheme have been designed to improve the 
performance. These include delta CRLs [2], partitioned CRLs and over-issued CRLs 
[3]. 

CRLs have been criticized for not being able to provide the required service and 
for being too costly [7, 8, 9, 11, 12]. We analyze the arguments advising against and 
for the use of CRLs in section 3. 

2.2   Trusted Dictionaries 

There are a number of schemes in which the end entities (relying parties) are supplied 
information in support of validating a single certificate rather than a complete list. A 
problem with this method is that the process of digitally signing each revocation reply 
is processing intensive. Trusted dictionary schemes attempt to solve this problem by 
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using one-way hash functions in order to provide lightweight digital signatures. These 
techniques include Certificate Revocation Status Directory (CRS Directory) [7], 
Hierarchical Certificate Revocation Scheme [16], Certificate Revocation Trees [17], 
Naor's and Nissim's Scheme [10]. 

Common for most of these schemes are that they are not standardized like CRL 
and online schemes, and only CRT has been implemented for common use [18]. 
These schemes do not (with the exception of CRT) support the expressiveness found 
in CRLs. Additionally, these schemes are difficult to understand and implement as 
compared to CRLs and online mechanisms. These factors have limited the widespread 
use of trusted dictionaries. 

2.3   Online Revocation Mechanisms 

As a response to the low timeliness of some periodically updated certificate 
revocation schemes, protocols for online status checking have been developed. Many 
certificate based systems cannot tolerate the revocation delay resulting from the 
periodically updated schemes. With real time revocation checking, any party can 
confirm/obtain the proof of the certificate validity by performing an online transaction 
that indicates the current revocation status for a certificate. 

 
We briefly summarize the common online revocation techniques- 

2.3.1 On-Line Certificate Status Protocol (OCSP) 
The OCSP [5] is a protocol developed by IETF in which on-line revocation 
information is available from an OCSP responder thorough a request/response 
mechanism. OCSP is designed to check the certificate revocation status exclusively. 

The protocol is applied between a client (OCSP requester, acting for the user) and 
a server (OCSP responder, representing a directory). The client generates a so called 
OCSP request that primary contains one or even more identifiers of certificates 
queried for validity check, i.e. their serial number together with other data. Then, the 
(optionally signed) request is send to the server. The server receiving the OCSP 
request creates an OCSP response: The response mainly includes a timestamp 
representing the time when the actual request was generated, furthermore, the 
identifiers and status values of the requested certificates together with a validity 
interval. A certificate status value is either set to good, revoked or unknown. Be aware 
that "good" implies three meanings: firstly, the certificate is not revoked, but 
secondly, it may also not be issued yet or even thirdly, the time at which the response 
is produced is not within the validity of the certificate. Status "revoked" stands for a 
revocation or on hold of the certificate. If the answer is "unknown" the server has no 
information available about the required certificate. The validity interval specifies the 
time at which the status being indicated is known to be correct and optional the time 
at or before newer information will be available about the status of the certificate. The 
OCSP response should be digitally signed either by the server or by the CA. In case of 
any error the OCSP response contains an error message. The OCSP response is send 
to the requesting client of the user who then analyzes the data. 
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Depending on proper defined time schedules, OCSP provides more timely status 
information than any other method. A pre-producing of signed responses is currently 
optional. OCSP is especially appropriated for attribute certificates where status 
information always needs to be up-to-date. 

2.3.2 OCSP-X, SCVP and DC 
There are a number of on-line protocols that are more extensive than OCSP. OCSP-X 
[19], or OCSP extensions, provide a richer set of semantics for OCSP. With these 
extensions, an end entity is able to delegate the full task of deciding whether a 
certificate should be relied upon and whether it is acceptable for a particular 
operation. 

The Simple Certificate Verification Protocol (SCVP) [20] is a separate protocol 
that is capable of handling (parts of or) the entire certificate validation process. With 
SCVP, end entities can avoid the overhead involved in processing the certificate 
validation locally. The protocol may also be used to centrally enforce some validation 
policy. 

The Data Certification Server (DCS) [21] is a trusted third party that can be used as 
a component in building non-repudiation services. DCS is capable of verifying the 
correctness of specific data submitted to it. This service may, for example, be used to 
verify the correctness of a signature, the full certification path, and the revocation 
status of a certificate. Note that DCS provides more general services than OCSP-X 
and SCVP. 

2.3.3 Obtaining new certificates 
Ronald Rivest [11] criticizes CRLs and points out several design principles which 
cannot be fulfilled by CRLs. Rivest proposes an online approach in which if the most 
recent certificate fails to satisfy the recency requirements of the acceptor, the principal 
should obtain a more recently issued certificate from the CA. Hence, if Alice has a 
week old certificate indicating employment at the company and Bob is willing to 
accept at most a day old evidence of employment, Alice should query the online CA 
and get a new recent certificate created for her. Note that Alice may use this 
certificate again for other transactions. 

The approach clearly has advantages i.e. the acceptor is able to set the recency 
requirements, certificate validation is reduced to just validating the digital signature 
on the certificate, acceptor need not deal with any revocation mechanism and better 
load distribution on the sender and the acceptor. A drawback is the increased load on 
the certificate servers. The certificate servers are now required to sign many more 
certificates than before. 

3   Certificate Revocation Lists or Online Mechanisms? 

While the approach of Trusted Dictionaries has not been deployed in common 
practice, choosing between CRLs and online mechanisms is still a sufficiently 
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confusing task for PKI designers. Both CRLs and online mechanisms have their own 
advantages and disadvantages. 

It has been argued [7, 8, 9, 11, and 12] at length that CRLs are both semantically 
and technically inferior to online mechanisms. There are a number of quite 
convincing arguments supporting this statement. We analyze the reasons from various 
paper as well as present some new reasons for the criticize of CRLs in the following 
propositions- 

 
1. Recency Requirement must be set by the acceptor, not by the certificate 

issuer (CA). The reason is that the acceptor is the party who is running the 
risk if his decision is wrong, not the CA. Bob may want at most a day old 
evidence of employment at the bank before granting Alice the access to bank 
accounts of the customers. Weekly issued CRLs cannot meet his 
requirements. CRLs require the verifier to accept a recency guarantee 
bounded by the rate at which CRLs are generated. 

 
2. The cost of CRL management and distribution is too high. Because of the 

potential size of CRLs, scaling to large communities can be difficult. To 
verify the certificate of Alice, Bob should download the complete CRL of 
the Alice's CA. The result of a recent simulation study [18] indicates that the 
maximum network load in case of CRLs is about 10 times higher than in 
case of online approaches. 

 
3. CRLs are inappropriate for transactions that require real time revocation 

state information. That is, the inherent costs of CRLs generation and 
especially distribution prohibit online CRL generation. 

4. For efficiency, the principal (sender) should supply all relevant validity 
evidence including recency information. More precisely, this states- "For 
best load distribution, do work for your certificates yourself". There are 
several reasons for this proposition: - a) the sender can query the CA as well 
as the acceptor can, b) the recency information obtained may be useful again 
to the sender, c) this structure puts any burden on the sender (usually the 
client) rather than on a possibly overworked acceptor (the server). Even in 
cases, when the sender is the server (e.g. in https protocol, while establish an 
SSL connection, server sends its certificate), it is not much work for the 
server to query the CA and obtain a recent certificate daily (or even hourly). 
This approach is clearly better than having each client obtain the CRL of the 
server's CA to verify the server's certificate, d) in many case, this allows the 
acceptor (server) to be implemented in a stateless manner. For example, Bob 
can reply to Alice, "Sorry, please make sure that your evidences are at most 
one week old," and then forget about Alice until she comes back again, 
rather than having to rummage all over the Internet to see if Alice's 
certificates are still OK. A stateless server design is less vulnerable to denial-
of-service attacks. 
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5. The distribution of request rates for the CRL distribution server is poor. If 
the weekly CRL is issued by the CA on Monday morning, clearly the request 
rate for CRLs will be much higher on Mondays and Tuesdays and will be 
quite low on Saturdays and Sundays. This high peak request rate shoots up 
the processing and network bandwidth requirements for the CRL server. The 
requests in case of online mechanisms are perfectly evenly distributed 
making them the most cost effective solution. 

6. New certificates are the best evidence of recency. If a (new) certificate with a 
guaranteed validity period is available, then the acceptance process may be 
reduced to the validation of a single certificate signature. As the revocation 
state is implied by the existence of the certificate, CRLs are unnecessary. 

7. Certificates in traditional CRL based schemes do not have any inherent 
recency information other than the certificate lifetime. Thus, each time a 
certificate is accessed, the verifier is required to obtain and validate a 
suitably recent CRL. Combined with proposition 7, this makes a strong 
argument for the use of online revocation mechanisms [5]. 

8. CRLs do not provide positive statements. Because CRLs only identify 
revoked certificates, the existence of a (non-revoked) certificate cannot be 
determined solely from the validity information. 

9. Sometimes, downloading the CRL may introduce unacceptable latency in 
certificate validation. Since the acceptor should first download the most 
recent copy of the CRL of the sender's CA before validation (in case it 
doesn't have one), the delay introduced in the certificate validation may be 
significant. 

 
These propositions give evidence of the problem with CRL based techniques and 
argue that CRLs should be eliminated in favor of online mechanisms. 

While these arguments are definitely true and convincing, it should be noted that 
even after having of so many limitation and drawbacks, there exist some PKI 
environments where CRLs may still be the most cost effective revocation solution. [6] 
This is because of the two main reasons- 

 
1. Though the bandwidth requirement for CRLs is clearly much higher than 

that for the online approaches, CRL based mechanisms avoid much of the 
cost associated with signature generation. Only one digital signature is 
periodically required by the CRL server. In contrast, online mechanisms 
place a heavy burden on the revocation server. This demonstrates a chief 
performance tradeoff between online and CRL mechanisms; CPU cost vs. 
bandwidth cost. 

 
2. CRL are an attractive option in tightly coupled environments when 

reference locality is observed, i.e. when the acceptor has to validate many 
certificates issued by a single CA, periodically downloading the CRL of 
that CA may be a cheaper option. 
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A classical example when CRL are usually the best option is the Intranet Service. 
Certificate in a PKI running on an organization’s Intranet are usually issued by a 
single/small number of CA's. Hence the relying (accepting) parties have the 
advantage of reference locality. Further, the bandwidth is not much problem as far as 
Intranet of any organization is concerned. Hence in this case CRLs are an attractive 
choice as far as real time revocation is not required. 
 
So, we see that one must select the right PKI solution keeping in mind these points 
and the availability of resources. If real time revocation is required, online 
mechanisms are the obvious choice. For others, a careful choice should be made 
between CRLs and online approaches. The above points may serve as guidelines 
while selecting the revocation solution. 

4   Conclusions 

We briefly study the currently available revocation methods. Selecting the right 
revocation solution is important as the running expenses of a PKI derives mainly from 
administering revocation. While the approach of trusted dictionaries is limited, CRLs 
and online methods are commonly used as revocation methods. We study and 
compare these two approaches in light of their advantages and drawbacks in different 
environments. We conclude that online mechanisms are generally the most efficient 
vehicle for the distribution of the revocation information though CRLs should 
definitely be considered when the PKI environment offers reference locality and does 
not have bandwidth bottlenecks. 

In past, most of the research has focused on creating new and more efficient 
revocation mechanisms. Now that there are a number of revocation options available, 
the problem of selecting the right revocation solution for the target environment 
assumes special importance. In this paper, we provide an analysis of various 
revocation options resulting in guidelines which one should keep in mind while 
selecting a revocation solution. These guidelines can greatly ease the task of a PKI 
designer as far as selecting the right revocation option is concerned. 
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Abstract. The shift from paper documents to their respective electronic formats 
is producing important advantages in the functioning of businesses and Public 
Administrations. However, this shift is often limited to the internal operation of 
each entity because of the lack of security in the electronic communication 
mechanisms. Traditionally, these entities have managed their Local Area Net-
works (LANs) or even Virtual Private Networks (VPN) as isolated islands, 
where local identity-based authorization schemes were appropriate. But, the 
trend towards paperless procedures leads to the need for these entities to inter-
operate. As an advance, extranets were proposed to connect entities that share 
common goals in a way that automates their administrative interactions using 
Internet technology. However, the limited authorization and access control ca-
pabilities provided by extranets is a mayor drawback for their application in 
open and heterogeneous scenarios. Trust appears as the main issue to address in 
order to achieve secure interoperation of different independent entities. This 
paper presents a solution to this problem, based on the use of Privilege Man-
agement Infrastructures (PMIs) and the semantic description of the different au-
thorization entities. 

1   Introduction 

Today, being able to procure and provide access to information is a defining charac-
teristic of successful companies. And as companies open up their networks to partners 
and other third-party users to share information, security has become more important 
than ever. Companies require comprehensive security systems that allow controlled 
access. 

Therefore, entities need to be able to limit access so that only permitted users have 
access to certain resources. This means that traditional encrypted tunnels such as 
VPNs, which require that everyone at both ends is trusted, are inadequate for third-
party access. When it comes to sharing information with outsiders, companies need to 
provide one-way directed access to shared information. 

An Extranet is a communication network connecting entities that share common 
goals in a way that automates their administrative interactions. When properly de-
signed and implemented, extranet systems can be highly effective in improving cross-
entity information flows. Extranet services use existing Internet infrastructure, which 
makes extranets far more economical than proprietary networks. However, the limited 



authorization and access control capabilities provided by extranets is a mayor draw-
back for their application in open and heterogeneous scenarios.  

Trust appears as the main issue to address in the design of a platform allowing se-
cure interoperation of different independent entities. Many distributed application 
scenarios such as e-commerce, e-business, e-government, grid computing or web 
services can benefit from the services of such platform. Some important characteris-
tics of these scenarios are: 
� Independence of Authorities. The authorities, as well as the rules governing the 

functioning of each party are usually predefined and must be independent of others 
and under control of the legitimate authority. 

� Attribute-based access. Usually, access is offered to previously unknown users 
(individual citizens and members of other entities). Knowledge of their identities, 
provided by a Public Key Infrastructure (PKI) is not sufficient in order to interact 
with them.  

� Heterogeneity. In open distributed systems we deal with a large number of stake-
holders or owners of resources with very different policies and interests, but also 
with a large number of previously unknown clients, with very different profiles 
and interests. Moreover, resources under control are intrinsically heterogeneous in 
type, format, origin, validity, etc. Consequently, the security requirements and ac-
cess control criteria are also very disparate. As a result, it is impossible for admin-
istrators to foresee a fixed role-based structure of the users. 

� Flexibility. A high degree of flexibility is required because of the heterogeneous 
nature of the resources (data and services), access criteria and users. In fact, flexi-
bility appears as one of the most important goals to achieve. The model must be 
flexible enough to be applicable in different scenarios with few or no changes.  

� Scalability. The scalability of the scheme is very important. Therefore, a fully 
distributed scheme is mandatory. Furthermore, due to the large amount of re-
sources, it is important to be able to determine access conditions automatically, 
based on their associated semantic information. 

� Interoperability. In these scenarios, it is not possible to predict the interactions with 
other parties. Typically, these interactions will take place only occasionally and 
parties will frequently be related by a few transactions in common. Because we are 
dealing with security-sensitive systems, it is essential to guarantee that the interop-
eration with other parties does not introduce any security weakness. 

� Dynamism. This characteristic is essential in most of our targeted scenarios, where 
the existence of highly dynamic resources is frequent. The access control model 
must be capable of adapting to frequent changes in access control criteria, client at-
tributes, environment conditions, resources available, etc. To avoid management 
overload due to the control of changes, the model must adapt in a transparent and 
automatic way to these changes.  
The previous list of characteristics poses important challenges on the underlying 

security mechanisms and especially in authorization and access control systems. Para-
doxically, it is frequent for access control and authorization mechanisms in distrib-
uted systems to rely on centralized security administration. In fact, existing solutions 
for distributed authorization and access control do not provide the flexibility and 
manageability required. Summarizing, it is clear that new solutions are required to 
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address the security needs of some of the new distributed applications, as it is the case 
of e-government, but also of web services, electronic commerce or grid computing. 

The paper is organized as follows. Section 2 summarizes some background and re-
lated work. Section 3 describes the fundamentals of our proposal and outlines the 
system operation and implementation. Finally, section 4 summarizes the conclusions. 

2 Background and Related Work 

The problem of interoperation among autonomous applications has been extensively 
studied. For instance, it received significant attention during the late 1980s and early 
1990s in the framework of the research in federated databases. The objective of this 
work was to resolve the structural differences among disparate database schemes. 
However, practical federated database systems failed because of the problem of se-
mantic heterogeneity [1]. This problem appears when different applications mean 
different things by similar terms. Semantic heterogeneity is closely tied to the con-
text-dependent interpretations of the concepts represented. Although interoperability 
of applications have been extensively studied (i.e., CORBA, DCom, Java, …), not 
much work has been done in semantic interoperation of applications. We have just to 
mention Web Services, providing interoperability among components with semantic 
heterogeneity. In this sense, a recent approach is to consider semantic aspects, apply-
ing concepts of the Semantic Web, such as ontology, to Web Services [2]. 

When considering the security requirements of different distributed applications, 
authorization often emerges as a central element in the design of the whole security 
system. The reason for this is that authorization is the source of the trust chain. There-
fore, many security properties are determined by the flexibility, trustworthiness and 
expressiveness of the authorization scheme.  

The problem of authorization is well known and has been studied for a long time. 
However, the advances in communication networks have fostered the evolution from 
centralized to distributed systems and applications. This situation requires the crea-
tion of new authorization models. 

Currently, most authorization approaches are based on locally-issued credentials 
(containing attributes or privileges) that are linked to user identities. This type of 
credentials presents many drawbacks. Among them we highlight: (a) they are not 
interoperable; (b) the same credentials are issued many times for each user, what 
introduces management and inconsistency problems; (c) credentials are issued by the 
site administrator; however, in most cases, the administrator does not have enough 
information or resources to establish trustworthy credentials; and (d) they are tightly 
dependent on the user identity. But, in practice, it is frequent that the identity of the 
user is not relevant for the access decision. Sometimes it is even desirable that the 
identity is not considered or revealed. Furthermore, in systems based on identity, the 
lack of a global authentication infrastructure (PKI) forces the use of local authentica-
tion schemes. In these cases, subscription is required and users have to authenticate 
themselves to every accessed source. 

Summarizing, when these local schemes are applied to distributed systems, espe-
cially to open ones, they result very limited and inconvenient. The most relevant 
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problem when local schemes are applied to open distributed systems is the lack of 
interoperability. It is not reasonable to expect that heterogeneous systems for different 
purposes and under control of different stakeholders will be able to define a common 
homogeneous set of authorization criteria. Other problems are that (i) security ad-
ministration is complex and error prone; (ii) allocation of policies to resources is 
explicit and static; (iii) access control criteria are defined either explicitly or on the 
basis of the location of the contents; (iv) schemes are based on user identity; and (v) 
access policies are dependent on the administrator of the server where the resource 
resides. 

Based on asymmetric cryptography, digital certificates are used to bind a public 
key to some information. Identity certificates are the most common type of digital 
certificates in use today. These are used to bind identity information to keys. On the 
other hand attribute certificates bind attributes to keys. Therefore, attribute certificates 
provide means for the deployment of scalable access control systems in the scenarios 
that we have depicted. 

The latest ITU-T X.509 recommendation [3] standardizes the concept of attribute 
certificate, and defines a framework that provides the basis upon which a Privilege 
Management Infrastructure (PMI) can be built. Precisely, the foundation of the PMI 
framework is the Public Key Infrastructure (PKI) framework defined by ITU [4]. 
This new recommendation defines a new type of authority for the assignment of 
privileges, the Attribute Authority (AA), while a special type of Authority, the Source 
of Authority (SOA), is settled as the root of delegation chains. One important point is 
that PKI and PMI are separate infrastructures in the sense that either structure can 
work on its own, or to be more precise, they can be established and managed inde-
pendently. 

3 Semantic Integration of PMIs in the Access Control System 

The aforementioned problems related to the use of local schemes, lead us to consider 
a fully distributed approach. Accordingly, the inclusion of external authorization 
entities in the access control scheme facilitates the separation of responsibilities, en-
hances the security levels, and makes credentials interoperable among different ac-
cess control systems. 

By considering attributes to be the basis of the access control model we can de-
velop a very flexible and open model that fits most scenarios. In fact, MAC [5], DAC 
[6] and RBAC [7] schemes can be specified using the attribute-based approach. In [8] 
we proposed a modular and dynamic approach based on the separate specification of 
the access control criteria and the rules of allocation of policies to resources. Addi-
tionally, the use of attributes as the central element of the model is complemented 
with the use of metadata to represent the semantics of the different elements in an 
access control system.  

This new model is called Semantic Access Control (SAC) [9] because it is based 
on the semantic properties of the resources to be controlled, properties of the clients 
that request access to them, semantics about the context and finally, semantics about 
the attribute certificates trusted by the access control system. In SAC, access policies 
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are expressed in terms of sets of attributes instead of users or groups. For interopera-
bility and security reasons, client attributes must be digitally signed by a trusted certi-
fication entity external to the access control management system. Therefore, attribute 
certificates are used to prove that users meet the required attributes. This scheme 
scales well in the number of users and also in the number of different attributes used 
by the access control system. 

In the development of the SAC model, we have considered the operation of several 
independent access control systems and authorization entities. In SAC, the access 
control to resources is independent of their location. The identification of the user or 
client is not mandatory. The independence of the authorization function is the key to 
the interoperability because it allows attributes to be safely communicated avoiding 
the necessity of being locally emitted by each system administrator.  

Additionally, this approach avoids the registration phase of the client, and the 
evaluation and issuance of a client attribute repeatedly for each access control system. 
Finally, this scheme promotes the operation of specialized authorization entities with 
deep knowledge of the domain of the attribute to attest, enhancing the practical secu-
rity and privacy levels of the system. 

In access control schemes based on attribute certificates, the semantics of the poli-
cies depend heavily on the semantics of the attribute certificates. For this approach to 
be secure, a mechanism to establish the trust between these access control systems 
and the authorization entities is required. We have addressed this problem using se-
mantic information about the certifications issued by each authorization entity. This 
mechanism is the core of the semantic integration of the PMI, which is essential in 
order to achieve interoperability in these scenarios. Furthermore, this integration 
solves the problems of separation of duties, scalability and interoperability. The main 
reason for this is the necessity of understanding the specific security requirements, as 
well as the semantics of the attribute certificates managed. As we will show, a new 
metadata model, called Source Of Authorization Description (SOAD), has been cre-
ated for this purpose. The SOAD metadata model conveys the semantics of the attrib-
ute certificates providing semantic information that will be essential in the process of 
access decision. 

The semantic information about the attribute certificates issued by each SOA also 
assist the security administrator through the process of specification of the access 
control policies, as it conveys the meaning of each attribute. Additionally, the seman-
tic information represented by the SOAD model enables the automatic detection of 
inconsistent policies, through a Semantic Policy Validator (SPV) tool developed with 
this objective. The SPV makes inference processes using the rules defined in the 
SOAD documents. 

The ability to perform a semantic validation of access control policies is an essen-
tial design goal of the SAC model. Both the Semantic Policy Language (SPL) defined 
in SAC and the semantic descriptions of the certificates issued by each SOA (con-
veyed by SOAD documents) are designed to serve this objective. The semantic vali-
dation ensures that the policies written by the security administrator produce the de-
sired effects. The SPV can perform three types of validations: 
1. Test Case Validation: Given a request to access a resource and a set of attribute 

certificates, this algorithm outputs the sets of attribute certificates needed for ac-
cessing that resource. Most of times, this feature will be used to check that a set of 
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attribute certificates is incompatible with the access criteria for that resource. For 
instance, the administrator of our university can use this validation to guarantee 
that it is not possible for a student to access a given resource (i.e., documents con-
taining marks). During the validation process, the SPV generates the sets of attrib-
ute certificates that are not excluded by the input set, and checks the generated 
ones against all possible combinations of attribute certificates that grant access to 
the resource.  

2. Access Validation: Given a request to access a resource, this algorithm outputs the 
sets of certificates that grant access to that resource. For this validation process, the 
SPV generates the policy for the resource and all sets of attribute certificates 
equivalent to those required by the policy. 

3. Full Validation: The goal of this process is to check which resources can be ac-
cessed given a set of attribute certificates. Therefore, SPV generates the policy for 
each resource and, afterwards, all attribute certificates that can be derived from the 
input set of attribute certificates. Finally, it informs of every resource that can be 
accessed using the input attribute certificate set. 

3.1   The SOAD Metadata Model 

The set of SOADs represents the semantic description of the PMI. SOAD documents 
are digitally signed [10] XML-Schema instances expressing the different attributes 
certified by each SOA, including names, descriptions and relations. Such descriptions 
are the basis for building a mechanism to provide client applications (i.e., access 
control system) with knowledge about the meaning of the attributes issued by each 
SOA. 
SOAD documents include a reference to the SOA described (SOA_ID), the declara-
tion of the attribute certificates issued by that SOA and the relations between these 
attribute certificates. 
The attribute declaration section consists in a set of SOA_Attribute elements. 
Each one of these elements defines an attribute certificate issued by the SOA refer-
enced by SOA_ID, described by a name (AttributeName), a value (Attrib-
uteValue) and the signer of the certificate (SOA_ID).  
Relations between attributes are expressed using SOARule elements. Each relation-
ship is represented by a logical rule where both, the premise and the conclusion are 
set of attribute certificates, combined by a logical operator indicating the relation 
among these certificates. Each premise comprises certificates (SOA_Attribute 
elements) issued by the SOA being described or external ones. The conclusion com-
prises AttributeSet elements composed by attribute certificates issued by the 
SOA being described. In this way, the SOA can declare any kind of relationship 
among the certificates it issues and the certificates issued by other SOAs. Addition-
ally, the client applications (i.e. access control systems) can control which relation-
ships they accept and under which conditions. 
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3.2 Implementation 

The system is implemented using three different applications: SOAD Manager, 
SOAD Server and SOAD Client. 

The SOAD Manager is a Java™ application that allows SOAs to create SOAD 
documents. It has advanced edition capabilities that facilitate the definition of SOADs 
in an intuitive and easy way.  

The SOAD Server is responsible for the publication and distribution of SOADs. 
This application implements an interface to allow SOAs to upload their SOADs and 
another one to allow clients to locate and retrieve the SOADs they need.  

The principal purpose of the SOAD Client is to allow client systems to locate and 
retrieve SOADs from SOAD Servers. Additionally, it offers a subset of the SOAD 
edition capabilities available in the SOAD Manager. This application is also used to 
automate and tailor the process of refreshing the SOAD. 

Figure 1 shows screenshots of the SOAD Manager and the SOAD Client Applica-
tions. 

 

 

Fig. 1. SOAD Manager and SOAD Client Applications. 

3.3 System Operation 

Figure 2 depicts the flow of SOADs from originating SOAs to client access control 
systems. Each SOA creates SOADs to describe the attribute certificates it issues. 
These SOADs are then made available to client systems in one or more SOAD Serv-
ers. When necessary, clients retrieve the SOADs of the SOAs they trust from SOAD 
Servers. Clients are then able to process the received SOADs locally in order to limit 
the attributes and relations they accept from each particular SOA. These local SOADs 
are then used in the computation of the access control decisions. Associated to each 
local SOAD, clients can set different parameters to control when they must be re-
freshed, where to refresh it from, etc. 
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Fig. 2. Flow of SOADs 

3.4 A Case Study in E-Government 

We use e-government as the scenario to illustrate our proposal, because it is one of 
the most relevant and interesting of the aforementioned applications. The term e-
government is often defined as the use of information and communication technolo-
gies to support and improve the activities of public administrations. This definition 
means that, to some degree, e-government is not a new issue. But the real potential of 
e-government lies on the possibility of substituting traditional paper-based procedures 
by their electronic versions, achieving what have been called “paperless systems”, 
implementing the necessary mechanisms to achieve trustful and transparent interop-
eration between the different parties involved (government agencies, citizens, private 
businesses and organizations, other arms of government and even foreign govern-
ments). 

Figure 3 shows a typical e-government scenario. In particular, we use a representa-
tive example, involving the interaction of several government agencies, some private 
business and organizations as well as individual citizens. Consider the case of a tax 
collection agency starting a judicial process against a citizen, due to unpaid taxes. 
This process implies different exchanges of sensitive information among different 
parties. The judge from the corresponding court can request information to the Town 
Hall cadastral agency about the cadastral value of the buildings belonging to the citi-
zen accused, to the bank about the drawing account of the citizen, to the police de-
partment about the criminal records of the accused citizen, etc. On the other hand, the 
accused citizen and his lawyer may request information about the stage of the judicial 
process.  

Interoperability is an essential requirement in this scenario. The existence of dif-
ferent government agencies that need to cooperate, and the special security require-
ments inherent to these transactions, makes this problem very complex. In order to 
securely perform this information exchange, each party has to be recognized as an 
official entity with jurisdiction to do the intended task. Identity-based schemes are not 
always the best option. Every single piece of information in the different sites has 
different requirements making it impossible in practice to assign privileges to identi-
ties. In this case, the authorization of the other party (i.e., the examining judge) is 
based on some specific properties or attributes (to be the judge assigned to the proc-
ess), not on identity (to be Mr. Jones). These properties represent the conditions that 
the user (or the client agency requesting the service) has to fulfil in order to access the 
information, that is, the access control policy.  

276



In this scenario, an access control model based on attributes is very appropriate 
and can provide simple solutions to such problems. But, the real advantage comes 
when attributes become interoperable. To achieve such interoperability, we must 
satisfy two important conditions. First, attributes must be come from trusted sources, 
and second, we must be able to understand what those attributes mean. 

 
 p

Citizen City Hall 

Police Bank 

Law Court

 
Fig. 3. An e-government scenario 

 
Our proposal fulfils the requirements of this kind of transactions, providing fine-

grained access control, enabling the secure communication among government agen-
cies and assigning the attestation of attributes to trusted entities with an in-depth 
knowledge of the properties to attest (SOA of the Policy Department, SOA of the 
Law Court, etc.).  

4 Conclusions 

The possibility of automating the processing of semantic information is a big chal-
lenge for the resolution of many relevant problems, as is the case of semantic interop-
erability. The objective of this work is to reach semantic interoperability through 
semantic integration in distributed environments, where remote and heterogeneous 
parties must exchange information in a controlled manner. We think the development 
of mechanisms for the semantic integration in distributed environments where hetero-
geneity is common, implies the development of semantic models supported by meta-
data infrastructures. In the case we are concerned with, the kind of information to be 
described is essential to maintain the secure, trustful and transparent interoperation of 
the different parties involved in electronic transactions.  

We have presented a solution for the interoperability of authorizations (attribute 
certificates) based on the description of their semantics. This solution provides a 
foundation to build interoperable access control systems with external and independ-
ent authorization services. Additionally, the semantic modelling of the authorizations 
enables interesting possibilities, such as the semantic validation of access control 
policies. 

277



References 

1. Sheth, A., Larson, J.: Federated Database Systems for Managing Distributed, Heterogene-
ous and Autonomous Databases. ACM Computing Surveys, 22(3) (1990) 183 - 236 

2. World Wide Web Consortium: Semantic Web Services Interest Group. Retrieved January 
2003 from http://www.w3.org/2002/ws/swsig/ 

3. International Telecommunication Union (2000). ITU-T Recommendation  X.509. Informa-
tion technology – Open systems interconnection – The Directory: Public-key and attribute 
certificate frameworks. Technical Cor. 3 (02/03) [Electronic version] 
http://www.itu.int/rec/recommendation.asp?type=items&lang=e&parent=T-REC-X.509-
200302-P!Cor3 

4. International Telecommunication Union (1997). ITU-T Recommendation X.509, Informa-
tion Technology – Open systems interconnection – The Directory: Authentication Frame-
work. 1997. [Electronic version] 
http://www.itu.int/rec/recommendation.asp?type=items&lang=e&parent=T-REC-X.509-
200302-T!Cor5 

5. Qian, X., Lunt, T.F.: A MAC policy framework for multilevel relational databases. IEEE 
Transactions on Knowledge and Data Engineering, 8(1) (1996) 1-14 

6. Baraani, A., Pieprzyk, J., Safavi-Naini, R.: Security In Databases: A Survey Study. Re-
trieved September 2003 from [http://citeseer.nj.nec.com/baraani-dastjerdi96security.html. 
(1996) 

7. Sandhu, R., Ferraiolo, D., Kuhn, R.: The Nist model for role-based access control: Towards 
a unified standard. In Proceedings of 5th ACM Workshop on Role-Based Access Control. 
Berlin, Germany (2000)  

8. López, J., Maña, A. and Yagüe, M.I: XML-based Distributed Access Control System. Lec-
ture Notes in Computer Science, Vol. 2455. Springer-Verlag (2002) 

9. Yagüe, M.I., Maña, A., López, J., Pimentel, E., Troya, J.M.: A Secure Solution for Commer-
cial Digital Libraries. Online Information Review Journal, 27(3): 147-159. Emerald Pub-
lishers (2003) 

10.World Wide Web Consortium: XML-Signature Syntax and Processing (2002) [Electronic 
version] http://www.w3.org/TR/xmldsig-core/.  

278



Promiscuous Mode Detection Platform 

Zouheir Trabelsi and Hamza Rahmani 

College of Telecommunications 
The University of Tunisia 

Cité Technologique des Communications 
Route de Raoued Km 3,5 – 2083 El Ghazala, Ariana, Tunisia 

trabelsi.zouheir@supcom.rnu.tn 

Abstract. Among various types of attacks on an Ethernet network, “sniffing 
attack” is probably one of the most difficult attacks to handle. Sniffers are 
programs that allow a host to capture any packets in an Ethernet network, by 
putting the host’s Network Interface Card (NIC) into the promiscuous mode. 
When a host’s NIC is in the normal mode, it captures only the packets sent to 
the host. Since many basic services, such as FTP, Telnet and SMTP, send 
passwords and data in clear text in the packets, sniffers can be used by hackers 
to capture passwords and confidential data.   

A number of anti-sniffers have been developed, such as PMD [18], 
PromiScan [17] and L0pht AntiSniff [19]. An anti-sniffer is a program that 
tries to detect the hosts running sniffers, in a Local Area Network (LAN). 
Current anti-sniffers are mainly based on three detection techniques, namely:  
the ARP detection, the DNS detection, and the RTT (Round Trip Time) 
detection techniques [13 and 16]. However, sniffers are becoming very 
advanced so that anti-sniffers are unable to detect them. The main drawback of 
these detection techniques is that they rely on the ARP, ICMP and/or DNS 
reply messages generated by the sniffing hosts. Therefore, in order to stay 
undetectable by anti-sniffers, advanced sniffers do not generate such reply 
messages while sniffing.  

This paper discusses an anti-sniffer based on a new detection technique. 
The technique uses mainly ARP cache poisoning attack to detect sniffing hosts 
in an Ethernet network. The technique is implemented in a tool, called 
SupCom anti-sniffer, which automatically gives system administrator a better 
helping hand regarding the detection of sniffers. Four anti-sniffers, PMD [18], 
PromiScan [17], L0pht AntiSniff [19] and SupCom anti-sniffer, are tested and 
the evaluation results show that SupCom anti-sniffer succeeded to detect more 
sniffing hosts than the other anti-sniffers.  

1   Introduction 

Malicious users can easily steal confidential documents and anyone’s privacy by 
sniffing a network. It can be done simply by downloading free sniffer software from 
the Internet and installing it into a personal computer (PC). Sniffers capture all 
packets in a network. To achieve this, the sniffer sets the Network Interface Card 
(NIC) of the computer into a mode called “promiscuous mode”. Then the NIC will 
blindly receive all packets and pass them to the system kernel. Packets that are not 



supposed to arrive to that PC are no longer blocked by the NIC. Those PC’s with 
promiscuous NIC’s are running sniffers.  

Many basics services, such as FTP, Telnet and SMTP [9], send clear text data in 
the packets. A sniffer captures all packets and displays their contents on the hacker’s 
computer screen, for examples the passwords used to authenticate during an FTP 
session, or the message of an email in SMTP packets. Hackers can spy the users of  a 
network, just by reading and analyzing the contents of the packets going to and out of 
the users’ hosts.  This type of attack on a network is usually difficult to detect, since 
it does not interfere with the network traffic at all. System administrators are facing 
difficulties to detect and deal with this attack.  

In this paper, we first explore three different techniques used to detect sniffing 
hosts in an Ethernet network, and we discuss their limits. The three techniques are: 
the ARP detection technique, the DNS detection technique and the RTT detection 
technique. Most anti-sniffers, such as PMD [18], PromiScan [17] and L0pht 
AntiSniff [19], are based on these detection techniques. However, the techniques 
present many drawbacks so that advanced sniffers are designed in such a way they 
can stay undetectable by anti-sniffers.  

Then, we discuss an anti-sniffer based on a new detection technique. The 
technique includes mainly three phases and uses ARP cache poisoning attack to 
detect sniffing hosts, in an Ethernet network. Based on this technique, a tool, called 
SupCom anti-sniffer, is implemented. SupCom anti-sniffer gives automatically 
system administrators a better helping hand regarding the detection of sniffers. Four 
anti-sniffers, PMD[18], PromiScan[17], L0pht AntiSniff [19] and SupCom anti-
sniffer, are tested and the evaluation results show that SupCom anti-sniffer gives a 
better detection performance than the others.  

2   Basic knowledge 

2.1 NIC’s hardware addresses  

All the NIC cards on the Ethernet are represented by a 6-bytes hardware address 
(MAC address). The manufacturer assigns this address such that each address is 
unique in the whole world. Theoretically, there are no two NIC’s having the same 
hardware address. All communications on the Ethernet are based on this hardware 
address. The NIC, however, can set up different filters (called hardware filter) in 
order to receive different kinds of packets. The following are a list of hardware 
filters: 
  

 Broadcast: Receive all broadcast packets. Broadcast packets have destination 
address FF:FF:FF:FF:FF:FF. The purpose of this mode is to receive the packets 
which are supposed to arrive at all nodes existing on the network. 

 Multicast: Receive all packets which are specifically configured to arrive at 
some multicast group addresses. Only packets from the hardware multicast 
addresses registered beforehand in the multicast list can be received by the NIC. 
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 All Multicast: Receive all multicast packets. Since this mode may also 
correspond to other high level protocols other than IPv4, all Multicast will 
receive all packets that have their group bit set (01:00:00:00:00:00).  

 Promiscuous: Receive all packets on the network without checking the 
destination address at all.  

2.2 ARP messages  

ARP messages are exchanged when one host knows the IP address of a remote host 
and wants to discover the remote host’s MAC address. For example, if host1 wants 
host2’s MAC address, it sends an ARP request message (Who has?) to the broadcast 
MAC address (FF:FF:FF:FF:FF:FF) and host2 answers with his addresses (MAC and 
IP). Basically, an ARP message on an Ethernet/IP network has 8 important 
parameters: 

 Ethernet header: 
o Source MAC address 
o Destination MAC address 
o Ethernet Type (=0x0806 for ARP message) 

 ARP message header:  
o Source IP address 
o Source MAC address 
o Destination IP address 
o Destination MAC address 
o Operation code: 

 1: for ARP request 
 2: for ARP reply. 

 
It is important to mention that there is nothing specifying that there must be some 

consistency between the ARP header and the Ethernet header. That means you can 
provide uncorrelated addresses between these two headers. For example, the source 
MAC address in the Ethernet header can be different from the source MAC address 
in the ARP message header.  

3   Related Work 

3.1 The RTT detection technique 

The RTT (Round Trip Time) is the time of the round trip of a packet sent to a host. 
That is the time that a packet took to reach the destination, plus the time that a 
response took to reach the source. It is expected that the measurement of the RTT 
increases considerably when a host is in the promiscuous mode, since all packets are 
captured.  

The idea behind the RTT detection technique  ([ 16] and [13]), is first to send to a 
host, with a particular OS, a number of request packets, and wait for the responses 
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packets, in order to take the RTT measurements. Then, the host is set to the 
promiscuous mode. And, the same request packets are sent again to the host, and the 
corresponding RTT measurements are collected. The RTT averages, the standard 
deviations, and the percentage of changes of the collected RTT measurements are 
computed. The RTT averages, standard deviations, percentage of changes are called 
the training data.  

The samples of the collected RTT measurements represent two different 
populations, called the normal mode population and the promiscuous mode 
population. To show that the two averages of the samples RTT measurements are 
statistically different enough and therefore represent two different populations (the 
normal mode and the promiscuous mode populations), the z-statistics [1] model is 
used. The z-statistics model allows to make a judgment about whether or not a host’s 
NIC is set to the promiscuous mode.   

In the real world, the system administration has to identify first the OS of the 
suspicious host. This can be done by several available tools, such as Nmap [15]. 
Then, a number of request packets should be sent to the suspicious host in order to 
collect the corresponding RTT measurements. 

The suspicious host can be either in the normal mode or in the promiscuous mode. 
Two z-statistics are computed. The first one, called the normal mode z-statistics, uses 
the training data related to the OS of the suspicious host for the normal mode, as the 
first population, and the collected data in the real world, as the second population. 
The second z-statistics, called the promiscuous mode z-statistics, uses the training 
data related to the OS of the suspicious host for the promiscuous mode, as the first 
population, and the collected data, as the second population. If the normal mode z-
statistics is less than the z value (which is 2.36), then we may conclude that the host’s 
NIC is almost 99% set to the normal mode, else, the host’s NIC is set to the 
promiscuous mode.  
  
The limits of the RTT detection technique: The RTT detection technique is a 
probabilistic technique. Many known and unknown factors, such as the operating 
system of the suspicious host, and the LAN traffic, may affect considerably the 
results generated by any anti-sniffer based on this technique. When the LAN is under 
heavy traffic, this probabilistic technique may generate false decision regarding 
whether the suspicious host’s NIC card is set to the promiscuous mode or to the 
normal mode. This is due mainly on the RTT measurements taken which may lead to 
a false decision. In addition, an advanced sniffer may attempt to put heavy traffic in 
the network in order to let the anti-sniffer generates misleading results. 

The RTT detection technique attempts to send heavy traffic to a suspicious host on 
a particular open port, usually the FTP port (21). However, it is not common to have 
always the FTP port (21) open in each host in the network. Finally, to work 
appropriately, this technique needs to send heavy traffic on the network and then 
takes the RTT measurements. Such an action may cause some damage to the 
network’s hosts and services, such as denial of service attacks. 

282



3.2 The DNS detection technique 

The DNS detection technique [13] works by exploiting a behavior common to many 
sniffers. Current sniffers are not truly passive. In fact, current sniffers do generate 
network traffic, although it is usually hard to distinguish whether the generated 
network was from the sniffer or not. It turns out that many sniffers do reverse DNS 
lookup (that is looking up a hostname by an IP address) on the traffic that it sniffed. 
Since this traffic is generated by the sniffer program, the trick is to detect this DNS 
lookup some how and distinguish it from normal DNS lookup requests.  

To do that, we can generate fake traffic to the Ethernet segment with a source 
address of some unused IP address. Then, since the traffic we generate should 
normally be ignored by the hosts on the segment, if a DNS lookup request is 
generated, we know that there is a sniffer on the Ethernet segment. And by sniffing 
the packets on the Ethernet segment, we can detect which hosts are sending the DNS 
lookup requests. 
 
The limits of the DNS detection technique: This technique can be quickly side 
stepped. Sniffers can easily be changed to not perform the reverse DNS lookup. 
Furthermore, hackers will become more intelligent so as to never perform the reverse 
DNS lookup either. This will render the technique completely useless.   

3.3 The ARP detection technique 

The ARP detection technique is described more in detail in our paper [16]. However, 
we need to describe it again here since; this paper uses some of its results. 

The ARP detection technique consist into checking whether or not a suspicious 
host responds to ARP request packets that are not supposed to be treated by the 
suspicious host.  Since the sniffing host receives all the packets, including those that 
are not targeting to it, it may make mistakes such as responding to a packet, which 
originally is supposed to be filtered by the host’s NIC. Therefore, the detection is 
performed by checking the responses of ARP reply packets, when ARP request 
packets are sent to all hosts on the network. 

On an Ethernet linked by IP addresses, packets are in fact sent and received based 
on hardware addresses (MAC address). Packets cannot be sent by just using an IP 
address. Therefore, the Ethernet needs a mechanism that converts IP addresses into 
hardware addresses. At this time, ARP packets are used. ARP packets belong to the 
link layer, which is the same layer as IP, so ARP packets does not affect the IP layer. 
Since IP addresses resolving is always available on an IP network, ARP packets 
become suitable packets for testing the response of the hosts when detecting 
promiscuous mode. 

3.3.1 Promiscuous mode detection 
When the NIC is set to promiscuous mode, packets that are supposed to be filtered by 
the NIC are now passed to the system kernel. Therefore, if we configure an ARP 
packet such that it does not have broadcast address as the destination address, send it 
to every host on the network and discover that some hosts respond to it, then those 
hosts are in promiscuous mode.  
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In this example, the ARP packet destination hardware address is set to an address 
that does not exist, for example 00-00-00-00-00-01. When the NIC is in normal 
mode, this packet is considered to be “to other host” packet, so it is refused by the 
hardware filter of the NIC. However, when the NIC is in promiscuous mode, the NIC 
does not perform any filter operation. Then this packet is able to pass to the system 
kernel. The system kernel assumes that this ARP requests packet arrives because it 
contains the same IP address as that machine, so it should respond to the packet.  
However, this is not true. There exists some sort of software filter in the kernel, 
called the Software Filter, because a packet is actually filtered again by the system 
kernel. The software filter depends on the operating system kernel.  

3.3.2 Software filtering based detection  
It is unnecessary to sent ARP packet with MAC addresses that do not exist, since the 
software filter will block such packets. However, we need to send ARP packets with 
MAC addresses that may pass the software filter. So that, we can understand the 
mechanism used by the software filter to filter packets based on their MAC 
addresses. The following are the list of hardware MAC addresses used to send ARP 
request packets, when the NIC is in the promiscuous mode (the hardware filter do not 
filter packets): 
 

• FF:FF:FF:FF:FF:FF broadcast address : 
All nodes should receive this kind of packets and respond because it is a 
broadcast address. A usual ARP request packet uses this address. 

• FF:FF:FF:FF:FF:FE fake broadcast address : This address is a fake broadcast 
address missing the last 1 bit. This is to check whether the software filter 
examines all bits of the address and whether it will respond. 

• FF:FF:00:00:00:00 fake broadcast 16 bits : This address is a fake broadcast 
address in which only the first 16 bits are the same as the broadcast address. This 
may be classified as a broadcast address and replied when the filter function only 
checks the first word of the broadcast address. 

• FF:00:00:00:00:00 fake broadcast 8 bits : This address is a fake broadcast 
address in which only the first 8 bits are the same as the broadcast address. This 
may be classified as a broadcast address and replied when the filter function only 
checks the first byte of the broadcast address. 

• F0:00:00:00:00:00 fake broadcast 4 bits : This address is a fake broadcast 
address in which only the first 4 bits are the same as the broadcast address. This 
may be classified as a broadcast address and replied when the filter function only 
checks the first 4 bits of the broadcast address. 

• 01:00:00:00:00:00 group bit address : This is an address with only the group bit 
set. This is to check whether this address is considered as a multicast address as 
Linux does. 

• 01:00:5E:00:00:00 multicast address 0 : Multicast address 0 is usually not used. 
So we use this as an example of a multicast address not registered in the 
multicast list of the NIC. The hardware filter should reject this packet. However, 
this packet may be misclassified to be a multicast address when the software 
filter does not completely check all bits. The system kernel thus may reply to 
such packet when the NIC is set to promiscuous mode. 
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• 01:00:5E:00:00:01 multicast address 1 : Multicast address 1 is an address that all 
hosts in the local network should receive. In the other word, the hardware filter 
will pass this kind of packets by default. But it is possible that the NIC does not 
support multicast mode and does not respond, but this hypothesis was not 
available because all the available cards on the market bear multicasting. So this 
is to check whether the host supports multicast addresses. 

• 01:00:5E:00:00:02 multicast address 2 : Multicast address 2 is used to all routers 
in the local networks. So we use this as an example of a multicast address not 
registered in the multicast list of the NIC. The hardware filter should reject this 
packet and also is not accepted by the software filter. The system kernel check 
the hardware result and one notices while the software filter always comes after 
the hardware filter, from which for the addresses multicast, if an address was 
rejected by the hardware filter she is therefore rejected by the software filter. 

 
01:00:5E:00:00:03 multicast address 3 : Multicast address 3 is not assigned. So we 
use this as an example of a multicast address not registered in the multicast list of the 
NIC. The hardware filter should reject this packet and also is not accepted by the 
software filter. The system kernel check the hardware result and one notices while 
the software filter always comes after the hardware filter, from which for the 
addresses multicast, if an address was rejected by the hardware filter she is therefore 
rejected by the software filter. 

3.3.3  Experiences and results 
The tests are performed against a number of operating systems (Windows 9x, ME, 
2000/NT and XP, Linux 2.4x and FreeBSD 5.0). As expected, all kernels respond to 
the broadcast address and multicast address 1 when the NIC is in normal mode. The 
test results using the hardware addresses listed in the previous section, are listed in 
Table 1. 

However, when the NIC is set to the promiscuous mode, the results are OS 
dependent.  
 
Microsoft Windows : 

 In the case of Windows 9x and ME, it responds to fake broadcast addresses B47, 
B16, and B8. Hence, the software filters of Windows 9x and Me determine the 
broadcast address by checking only the first byte. Because when we test with 
fake address F0:00:00:00:00:00, it will not response, so the mechanism of check, 
try to check only FF:??:??:??:??:??. Therefore, the three addresses B47, B16 and 
B8 can be used to verify whether a NIC card is set to a promiscuous mode or 
not. If the NIC is in the promiscuous mode, it will responds to an ARP request 
packet, by an ARP reply packet. 

 In the case of Windows 2000/NT, it responds to fake broadcast B47 and B16. 
Hence,  the software filters of Windows 2000/NT determine the broadcast 
address by checking only the 2 first bytes. Since Windows 2000/NT responds to 
the fake broadcast B16 in the normal mode also, therefore, only the addresses 
B47 can be used to verify whether a NIC card is set to a promiscuous mode or 
not.  
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 In the case of Windows XP, it responds to fake broadcast addresses B47 and 
B16. Hence, the software filter of Windows XP determines the broadcast address 
by checking only the first two byte. Therefore, the two fake broadcast addresses 
B47 and B16 can be used to verify whether a NIC card is set to a promiscuous 
mode or not.  

 
Linux and FreeBSD :  

In the case of Linux 2.4x and FreeBSD 5.0, it responds to all fake broadcast and to 
all addresses with the group bit set. Therefore, any fake broadcast addresses can be 
used to very the promiscuous mode. In addition, any address with the group bit set 
can be used to verify the promiscuous mode, excluding the multicast address M1. 
Since, Multicast address M1 is an address that all hosts in the local network should 
receive. 
 

Windows  
XP 

Windows  
Me/9x 

Windows  
2k/NT 

Linux 2.4.x FreeBSD 5.0 Operating  
Systems 

 
Hardware 
Addresses  

Norm
. 

Prom. Norm
. 

Prom. Norm
. 

Prom. Norm. Prom. Norm
. 

Prom.

FF:FF:FF:FF:FF:FF Br O O O O O O O O O O 
FF:FF:FF:FF:FF:FE B47 -- X -- X -- X -- X -- X 
FF:FF:00:00:00:00 B16 -- X -- X X X -- X -- X 
FF:00:00:00:00:00 B8 -- -- -- X -- -- -- X -- X 
01:00:00:00:00:00 Gr -- -- -- -- -- -- -- X -- X 
01:00:5E:00:00:00 M0 -- -- -- -- -- -- -- X -- X 
01:00:5E:00:00:01 M1 O O O O O O O O O O 
01:00:5E:00:00:02 M2 -- -- -- -- -- -- -- X -- X 
01:00:5E:00:00:03 M3 -- -- -- -- -- -- -- X -- X 

O: Legal response, X: Illegal response, --: No response 

3.3.4 The limits of the ARP detection technique 
The main limits of this detection technique is that if a host does not generate any 
ARP reply messages while sniffing, then this technique becomes useless. Because 
this detection technique relies on the ARP reply messages generated by the sniffing 
host. Consequently, any anti-sniffer based on this detection technique is unable to 
detect the sniffing hosts that do not generate ARP reply messages. 

4   ARP cache poisoning attack based detection technique 

4.1 ARP cache  

Each host in a network segment has a table, called ARP cache, which maps IP 
addresses with their MAC addresses. New entries in the ARP cache can be created or 
already existing entries can be updated by ARP request or reply messages.  
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Create a new entry: When an ARP reply message arrives in a host, an entry in the 
ARP cache should be created. If the entry exists already, then it should be updated. In 
addition, when a host receives an ARP request message, it believes that a connexion 
is going to be performed. Hence, to minimize the ARP traffic, it creates a new entry 
in its ARP cache and puts there the addresses provided in the ARP request message. 
It is important to mention that sending an ARP request message in unicast is totally 
RFC compliant. They are authorized to let a system checks the entries of its ARP 
cache. 

Update an entry: When an ARP reply message or an ARP request message arrives in 
a host, if the entry exists already, then it will be updated by the addresses (the source 
MAC address and the source IP address) provided in the ARP message.  

4.2 ARP cache poisoning attack 

ARP cache poisoning attack is the malicious act, by a host in a LAN, of introducing a 
spurious IP address to MAC address mapping in another host’s ARP cache. This can 
be done by manipulating directly the ARP cache of a target host, independently of 
the ARP messages sent by the target host. To do that, we can either: 

 add a new fake entry in the target host’s ARP cache 
 or, update an already existing entry by fake addresses (IP and/or MAC 

addresses). 
 
Create a fake new entry: To do that, we send an ARP request message to a target 
host, with fake source IP and MAC addresses. When the target host receives the ARP 
request message, it believes that a connexion is going to be performed, and then, 
creates a new entry in its ARP cache and puts there the fake source addresses (IP 
and/or MAC) provided in the ARP request message. Consequently, the target host’s 
ARP cache becomes corrupted. 
 
Update an entry with a fake entry: To do that, we just have to send an ARP reply 
message to a target host with fake IP and MAC addresses. Thus, even if the entry is 
already present in the target host’s ARP cache, it will be updated, with the fake 
entries. 

4.3 Sniffing hosts’ detection technique  

The proposed detection technique used to detect sniffing hosts is based mainly on the 
ARP cache poisoning attack. It consists of three different phases: 

• In the first phase, we attempt to corrupt the ARP cache of each sniffing host 
in the LAN, with a fake entry, using ARP cache poisoning attack. We will 
demonstrate that only the ARP caches of the hosts running sniffers will be 
corrupted, and this attack on the ARP caches will not make any damage to 
the attacked hosts.  
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• In the second phase, we attempt to establish a TCP connexion with each host 
in the LAN on any port, whether it is an open port or a closed one.  

• In the third phase, we sniff the LAN in order to capture any packet 
containing the fake entry. We will demonstrate that the hosts that sent TCP 
or ICMP packets containing the fake entry are running sniffers. However, 
the hosts that sent ARP request packets are not running sniffers.   

 
 The following sub-sections describe in detail the three phases.  We assume 
that we use a host in the LAN, called the testing host, to do all the actions needed in 
the three phases.  

4.3.1 Phase 1: ARP cache poisoning 
The aim of this phase is to corrupt only the ARP caches of the sniffing hosts in a 
LAN. First, we send an ARP request message, with fake source IP and MAC 
addresses (IP-X and MAC-X), to all hosts in the LAN.  
 The ARP request message sent to the hosts has an Ethernet header and an ARP 
message header. Hence, we need to choose the values of the fields in each header, in 
order to let only the sniffing host processes the ARP request message. If we choose 
the destination MAC address in the Ethernet layer header as a broadcast address 
(FF:FF:FF:FF:FF:FF), then all the ARP caches of the  hosts in the LAN will  be 
corrupted by the ARP cache poisoning attack. Such a destination MAC address  is 
discarded because it does not allow us to detect which hosts are sniffing.  
 However, if the destination MAC address is the fake broadcast address B47 
(FF:FF:FF:FF:FF:FE), then any host, with any OS, set to the promiscuous mode 
will accept the ARP request message and send it to the ARP layer (refer to section 
3.3.3). If the host is set to the normal mode, this ARP request message will be 
blocked at the Ethernet layer, since the destination MAC address is not an unicast 
address, a broadcast address nor a multicast address.  Consequently, the values of the 
main fields of the ARP request packet used to corrupt only the ARP caches of the 
sniffing hosts are: 
  

 Ethernet header: 
o Source MAC address = Any MAC address 
o Destination MAC address =  

                               FF:FF:FF:FF:FF:FE (B47) 
o Ethernet Type =  0x0806 ( ARP message) 

 
 ARP message header:  

o Source IP address = Fake IP address (IP-X) 
o Source MAC address =  

                                        Fake MAC address (MAC-X) 
o Destination IP address = IP address of a target host in the LAN 
o Destination MAC address = 00:00:00:00:00:00 
o Operation code: 1 (ARP request) 

4.3.2 Phase 2: Establishing TCP connections 
Then, for each host in the LAN, we will attempt to establish a TCP connection. To do 
that, we need to send TCP packets with the bit SYN set, from the testing host, to each 
host in the LAN. However, the source IP address in the IP header of the TCP packets 
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is not the source IP address of the testing host. But, it is that fake IP address (IP-X). 
Each host in the LAN will process the received TCP packet.  
 The values of the some important fields of the TCP packet used to establish a 
TCP connexion with each host in the LAN are:  
  

 Ethernet header: 
o Source MAC address =  

                                 The Testing host’s MAC address 
o Destination MAC address =  

                                Target host’s MAC address 
 

 IP header:  
o Source IP address = Fake IP address (IP-X) 
o Destination IP address =  

                                     IP address of a target host  
 

 TCP header: 
o Destination Port =  Any number between 1 and 65535  (for example: 40000)  
o Source Port = Any number 
o Bit SYN = 1  

4.3.3 Phase 3: Detection of the sniffing hosts 
Just following the request for establishing a TCP connexion with each host in the 
LAN, we expect three types of possible replies packets come from the hosts.  

• The first type can be a TCP packet indicating that the connexion can be done 
(the SYN and ACK bits are set). 

• The second type can be an ICMP error message indicating that the connexion 
cannot be established because the port destination is inaccessible.  

• The third type can be an ARP request message sent by a host to look for the 
MAC address of the fake source IP address IP-X.  

 The hosts that generate any TCP or ICMP reply packets with the fake 
addresses IP-X and MAC-X as the destination addresses in the IP header are 
consequently running sniffers. Because, those host’s ARP caches are corrupted with 
the fake IP and MAC addresses (IP-X and MAC-X) and are able to provided the 
MAC address MAC-X of the IP address IP-X. It is important to indicate again that 
during the first phase we used the ARP cache poisoning attack to corrupt only the 
ARP caches of the sniffing hosts, with the fake entry (IP-X and MAC-X).  
 We use a sniffer to capture any TCP or ICMP packet on the LAN that has 
those fake IP and MAC addresses (IP-X and MAC-X) as the destination addresses, 
and has been sent by a host.  All hosts that sent such TCP or ICMP packets are 
consequently running sniffers, and their IP addresses can be easily identified.  
 However, any host whose ARP cache is not corrupted would generate an ARP 
request message in order to get the MAC address of the fake IP address IP-X. This 
MAC address will be used later to send the reply message which is expected to be a 
TCP or ICMP packet. Therefore, any host in the LAN that will send ARP request 
message looking for the MAC address of the IP address IP-X are not running 
sniffers. 
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4.4 Discussion 

The proposed detection technique does not rely on the DNS, ARP and ICMP 
messages generated by the sniffing hosts. In a LAN, even an advanced sniffer cannot 
stay undetectable by an anti-sniffer based on the proposed ARP cache poisoning 
attack detection technique. Unless the sniffer stops all types of traffic directed to and 
issued from the sniffing host. In such a situation, the sniffer becomes useless, since 
no other networking activities can be done while the sniffer is working.  

4.5 Implementation 

Based on the proposed ARP cache poisoning attack detection technique, an anti-
sniffer with a Graphical User Interface (GUI), called SupCom anti-sniffer, has been 
developed using Visual C++6.0 and WinpCap Library. The anti-sniffer integrates a 
TCP and ARP packet generator and a sniffer with filtering capabilities. SupCom anti-
sniffer allows to generate ARP request packet with fake source IP and MAC 
addresses. In addition, it is able to sniff the network and capture packets based on 
filtering rules defined by the users.  

SupCom anti-sniffer uses the three phases discussed in the previous sections, to 
detect the sniffing hosts in a LAN. SupCom anti-sniffer is able to detect hosts 
running even advanced sniffers. Advanced sniffers are sniffers that do not send any 
ARP request and reply messages, ICMP and DNS messages, in order to stay 
undetected by current anti-sniffers.  

4.6 Evaluation 

Four anti-sniffers, PromiScan [17], PMD [18], L0pht AntiSniff [19], and SupCom 
anti-sniffer are used to detect sniffing hosts in a LAN, during two tests. In the first 
test, the sniffing hosts can generate ARP reply messages. The following table, Table 
2, shows that all the four anti-sniffers are able to detect all the sniffing hosts. In the 
second test, the hosts are running an advanced sniffer that does not generate any ARP 
messages and reverse DNS lookup messages. The following table shows that only 
SupCom anti-sniffer was able to detect all the sniffing hosts. This experience 
demonstrates clearly that SupCom anti-sniffer is more efficient than current anti-
sniffers, particularly when detecting advanced sniffers.  
 

Table 2: Detection performance of some anti-sniffers 
Anti-Sniffers Test 1: simple sniffer (1) Test 2: advanced sniffer (2) 
PromiScan All sniffing  

hosts detected 
No sniffing hosts detected 

PMD All sniffing  
hosts detected 

No sniffing 
hosts detected 

L0pht AntiSniff All sniffing  
hosts detected 

No sniffing hosts detected 

SupCom anti-sniffer  All sniffing  
hosts detected 

All sniffing 
hosts detected 
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(1) Simple sniffer: is a sniffer that allows the sniffing host to generate all type of 
ARP, ICMP, TCP, UDP, and reverse DNS lookup packets. 
 
(2) Advanced sniffer: is a sniffer that does not allow the sniffing host to generate 
ARP packets and reverse DNS lookup packets, in order to avoid detection by current 
anti-sniffers. 

5   Conclusion 

Today, the need for techniques and anti-sniffers to detect sniffing hosts in a network 
is unquestionable. Hackers do not need advanced knowledge about TCP/IP protocols 
or networking to sniff a network. Hackers are just downloading sniffers from the 
Internet, and using them to spy their target hosts, and steal confidential information.  

Current anti-sniffers use many detection techniques, mainly the RTT detection 
technique, the DNS detection technique, and the ARP detection technique.  These 
techniques have many drawbacks, so that well designed and implemented sniffers 
can stay undetectable by current anti-sniffers. When the sniffing hosts do not 
generate any reply ARP and DNS messages, or put heavy traffic on the network, 
these detection techniques become useless. 

In this paper, we discussed a new detection technique based mainly on ARP cache 
poisoning attack. We demonstrated that an anti-sniffer based on this detection 
technique is more effective than current anti-sniffers. The experience shows that 
when the sniffers do not generate any ARP reply and DNS messages, or put 
continuously heavy traffic on the network, only an anti-sniffer based on the proposed 
detection technique can detect such sniffers. 

Even though sniffers are difficult to detect, the technique can provide system 
administrator with a consistent decision. However, by combining many detection 
techniques in a single anti-sniffer, systems administrators will have more results that 
confirm whether or not a target host is running a sniffer.  
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Abstract. During the past years significant standardization work in web 
services technology has been made. As a consequence of these initial efforts, 
web services foundational stable specifications have already been delivered. 
Now, it is time for the industry to standardize and address the security issues 
that have risen from this paradigm. Great activity is being carried out on this 
subject. This article demonstrates, however, that a lot of work needs to be done 
in web services security standardization. It explains the new web services 
security threats and mentions the main initiatives and their respective 
specifications that try to solve them. Unaddressed security issues for each 
specification are stated. In addition, current general security concerns are 
detailed and a general solution is proposed. 

1   Introduction 

Recently web services technology has reached such a level of maturity that it has 
evolved from being a promising technology to becoming a reality on which IT 
departments are basing their operations to achieve a direct alignment with the 
business operations that they support [9]. In fact, based on the most recent reports 
from IDC[17], approximately 3300 web services-based technology projects were 
deployed all over North America in 2002 and it is expected that the expenses will 
approach $3 billion in 2003. This seems to be a logical consequence of the numerous 
advantages offered by the web services paradigm: 
• Standard-based middleware technology. 
• Business services high reusability level. 
• Easy business legacy systems leverage. 
• Integration between heterogeneous systems. 

Due to these immediate benefits, most IT departments are implementing this 
technology with the high-priority objective of making them operable leaving aside – 
at least until later stages – the problems related to security. In general, the industry is 
still reticent to incorporate this technology due to the low understanding that they 



have of the security risks involved, and the false belief that they will have to make a 
costly reinvestment in their security infrastructures.  

Web services as distributed, decentralized systems that provide well-defined 
services to certain (or not) predetermined clients, must be concerned with typical 
security problems common to the communication paradigm, through a compromised 
channel, between two or more parties.  

2   Main Web Services Security Issues 

The following section describes some of the major security issues that web services 
technologies must address: 

 Authentication: any web service that participates in an interaction may be required 
to provide authentication credentials by the other party. When certain service A 
makes a request for a service to a service B, the latter may require credentials along 
with a demonstration of its ownership (e.g.: a pair username/password or a X.509v3 
certificate).  

Authorization: Web services should include mechanisms that allow them to control 
the access to the services being offered. They should be able to determine who and 
how can do what and how on their resources.  

Confidentiality: Keeping the information exchanged among web services nodes 
secret is another of the main properties that should be guaranteed in order to consider 
the channel secure. Confidentiality is achieved thanks to ciphering techniques 

Integrity: This property guarantees that the information received by a web service 
remains the same as the information that was sent from the client. A simple checksum 
might offer integrity when accidental changes are made in the data. 

Non-repudiation: In the web services world, it is necessary to be able to prove that 
a client utilized a service (requester non-repudiation) and that the service processed 
the client request (provider non-repudiation). This security issue is covered by means 
of digital signatures. 

Availability: The need to take care of the availability aspects for preventing Denial-
of-Service attacks or to arrange redundancy systems is a crucial point in web services 
technology. Above all, in those scenarios in which the services provide critical 
services: real-time services, Certification Revocation Lists services, etc.  

End-to-end security: network topologies require end-to-end security to be 
maintained all across the intermediaries in the message's path. "When data is received 
and forwarded on by an intermediary beyond the transport layer, both the integrity of 
data and any security information that flows with it maybe lost. This forces any 
upstream message processors to rely on the security evaluations made by previous 
intermediaries and to completely trust their handling of the content of messages" [14]. 

Up to this point, we have briefly reviewed the typical security problems tightly 
related to distribute computing systems. Web services must address both these, 
inherited from the distributed computing classical scheme, and, in addition, those 
arising from the new threats created by its own nature. Some of these new threats are: 

 
• Diversity and very high number of standard specifications that do not facilitate a 

clear vision of the problematic and its solutions. 
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• The current draft state in which majority of the security specifications are found. 
• The Internet publication of a complete and well-documented interface to back-

office data and company's business logic. 
• New XML standard formats needed to structure the security data. 
• Application-level, end-to-end and just-one-context-security communications. 
• Interoperability of the requirements and on-line security elements 
• Audit and automatic and intelligent contingency processes aimed at being 

machine-to-machine interactions not controlled by humans. 
• A complex dependency network that can lead to the execution of a business 

process depending on an unknown web services number. 
• On-line availability management in critical business processes.  
 

The remainder of this article is divided into 5 parts. In the first one, a brief review 
of the core specifications that support the technology at hand is made. In the second 
section, core security web services specifications are explained, and unresolved issues 
not yet addressed by them are described. In the third and fourth parts, the main 
initiatives are introduced as well as the specifications related to the security that they 
are involved in. The fifth and last section, show how variety and, to a certain extent 
uncontrolled, specifications development and initiatives are already causing collisions 
among solutions to similar security problems.  

3   Web Services Core Standards 

In this section, we will take a look at the four fundamental standards involved in the 
creation of operational web services. 
Figure 1 outlines the most important security specifications under development. They 
are grouped as following: 
 

• Core: web services foundational specifications. These are the standards web 
services building are based on. 

• Core Security: standards that provides the XML low-level security primitives 
such as ciphering and signing. 

• WS-Security: family of specification developed by Microsoft and IBM 
which are under OASIS standardization process 

• OASIS: security specifications developed by OASIS standards body. 
• Liberty Alliance Project: represents the group of specifications developed in 

the Liberty Alliance Project. 

295



SOAP

latestStableRelease = 1.2
(from Specification)

<<specification>>
WSDL

latestStableRelease = 1.1
(from Specification)

<<specification>>

W3C Canonical XML 

latestStableRelease = 1.0
(from Specification)

<<specification>>

XML Key Management System

latestStableRelease = 2.0
(from XML Key Management System)

<<specification>>

XML-Signature XPath Filter

latestStableRelease = 1.0
(from Specification)

XML Decryption Transform
(from Specification)

<<specification>>

CoreSecurity

Core

XML

latestStableRelease = 1.0
(from XML)

<<specification>>

WS-Security

latestStableRelease = 1.1
(from WS-Security)

<<specification>>

WS-Trust

latestStableRelease = Draft
(from WS-Security)

<<specification>>
WS-Policy

latestStableRelease = Draft
(from WS-Security)

<<specification>>

WS-Privacy

latestStableRelease = Draft
(from WS-Security)

<<specification>>

WS-PolicyAssertions

latestStableRelease = Draft
(from Policy)

<<specification>>

WS-SecurityPolicy

latestStableRelease = Draft
(from Policy)

<<specification>>
WS-PolicyAttachment

latestStableRelease = Draft
(from Policy)

<<specification>>

WS-SecureConversation

latestStableRelease = Draft
(from WS_SecureConversation)

<<specification>>
WS-Federation

latestStableRelease = Draft
(from WS_Federation)

<<specification>>

WS-Authorization

latestStableRelease = Draft
(from WS-Security)

<<specification>>

WS-Security

XML Encryption

latestStableRelease = 1.0
(from Specification)

<<specification>>

XML Digital Signature

latestStableRelease = 1.0
(from Specification)

<<specification>> XACML

latestStableRelease = 1.0
(from Specification)

<<specification>>

SAML

latestStableRelease = 1.1
(from Specification)

<<specification>>

OASIS Liberty Alliance Project

UDDI

latestStableRelease = 3.0.1
(from Specification)

<<specification>>

 
Fig. 1. Current security standards grouped by the organizations responsible for its 

standardization process 

“Basic services, their descriptions, and basic operations (publication, discovery, 
selection, and binding) that produce or utilize such descriptions constitute the SOA 
foundation” [20]. Web services are built on an architecture SOA basis. In fact, web 
services architecture is a SOA architecture instantiation [7]. For that reason, the 
fundamental characteristics described by SOA are the ones that have initially headed 
the major efforts in the industry standards development process. The core web 
services specifications are: XML [24], SOAP [20], WSDL [16], and UDDI [1].  

These specifications have been broadly adopted by the industry, constitute the 
basic building blocks on which web services are being designed and implemented. 
The bad news is that these four operative services specifications allow the creation of 
web services but they do not say anything about how to secure them. What's more, 
they themselves contain security questions that must be answered: 
• XML and SOAP: these specifications do not say anything about how to obtain 

integrity, confidentiality and authenticity of the information that they represent and 
transport respectively.   

• UDDI and WSDL: should answer questions like: Is the UDDI registry located in a 
trustworthy location? How can we be sure that the published data have not been 
maliciously manipulated? Was the data published by the business it is supposed to 
have been? Can we rely on the business that published the services? Are the 
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services available at any moment? Can we trust the transactions that are produced 
from the execution of the business services? As we can notice from all these 
questions, an in-depth analysis of the security problems that an UDDI and WSDL 
architecture implies is needed [5]. Despite all these drawbacks, these standards 
have evolved and matured and the industry has adopted and implemented most of 
them. 
At this point, the main web services standardization initiatives are the World Wide 

Web Consortium (W3C) and the Organization for the Advancement of Structured 
Information Standards (OASIS). Both consortiums are trying to standardize their 
vision, security included, of what the web services should be and should contribute to 
the WWW world. This parallelism is causing the existence of specifications 
developed by both groups that resolve similar problems. As is expressed by IBM and 
Microsoft [10] "We note that other organizations such as the IETF and ebXML are 
tackling a related set of problems, and we are pleased there are already formal liaisons 
between the W3C XML Protocol Working group and its counterparts in both ebXML 
and IETF".   

All the involved parts will have to make efforts to unify in the future with the 
purpose of integrating their visions and standards and thus, define a common and 
global framework. 

4   Core Web Services Security Standards 

The W3C consortium is responsible for the development of the following XML 
technology standards: XML Encryption; XML Digital Signature; XML Key 
Management System. 

4.1   XML Encryption 

W3C XML Encryption [15] is a Proposed since 2002. It provides a model for 
encryption, decryption and representation of: full XML documents; single XML 
elements (and all descendants) in an XML document; contents of an XML element 
(some or all of its children including all its descendants) in an XML document; and 
arbitrary binary content outside an XML document. 

XML Encryption solves the problem of confidentiality of SOAP messages 
exchanged in web services. It describes the structure and syntaxes of the XML 
elements, which represent encrypted information and it provides rules for 
encrypting/decrypting an XML document (or parts of it). 

The specification states that encrypted fragments of a document should be replaced 
by XML elements specifically defined in the recommendation. In order to recover the 
original information, a decryption process is also specified. 

Web services use XML for delivering the necessary meta-information (SOAP 
headers) and the payload. As a result, XML Encryption can be used for 
encrypting/decrypting any fragment or logical part of a XML message. XML 
Encryption does not specify how to encrypt SOAP messages generated by web 
services. This task is delegated to higher-level specifications that would define rules 
for using this primitive within the information exchange context. XML Encryption 
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also describes how to encrypt already encrypted content (super-encryption) and 
provides a mechanism for encrypting the keys used in the process. 

Looking back at the beginning of this section, where a list is given of the data-
types that can be encrypted, we may miss the possibility of encrypting the tree nodes 
without having to encrypt full sub-trees. Basically, the solution would consist of 
extracting the wanted nodes from the original document, encrypt each of them and put 
them in an encrypted nodes pool. The recipient will get the modified document and 
the encrypted nodes pool, and it will be able to decrypt the nodes, which it is allowed 
to see and put them back in place inside the document [12]. 

One of the implicit security problems associated to this specification is the explicit 
declaration of the fragments that have been encrypted. According to the specification, 
information is encrypted and replaced by XML elements containing the result and so, 
analysis information attacks could be easily carried out on the output document. 

Recursivity is also addressed, but no solution is given. Encrypted key A may need 
encrypted key B, but B may also need A. XML Encryption recommends the use of ds: 
namespace for these elements, which is where XML Digital Signature elements 
belong to, instead of providing a different namespace, more like the WS-Security 
family. 

4.2   XML Digital Signature 

XML Digital Signature [3] is a W3C recommendation since 2002, fruit of the joint 
work between W3C and the IETF. It defines how to digitally sign XML content and 
how to represent the resulting information according to an XML schema. Digital 
signatures grant information integrity and non-repudiation. Thus, for example, an 
entity cannot deny the authorship of a digitally signed bank transfer made through a 
web service. 

According to the XML Digital Signature specification, a digital signature can be 
applied to any kind of digital content, including XML. It can be applied to the 
contents of one or more resources. Enveloped signatures and enveloping signatures 
exist. Both of them are applied over data contained within the same XML document 
that carries the digital signature. Detached signatures which sign digital content not 
contained within the same XML document also exist. 

Signature creation and verification processes are defined by the specification. It is , 
like XML Encryption, technology independent, so additional mechanisms are needed 
to define how it will be applied to web services message exchange. 

Applications using this specification combined with encryption must deal with 
some security related issues. The following rules are proposed: 
• When the data are ciphered, any digest or signs on the data would have to be 

ciphered as well so that it is prepared to anticipate guessing plaintext attacks. 
• Use XML Decryption Transform transformation during the digital signature 

verification process [2]. 
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4.3   XML Key Management System 

XML Key Management System [22]is a specification that has been subject to the 
W3C standardization process that proposes an information format as well as the 
necessary protocols to convert a Public-Key Infrastructure in a web service so that it 
will be able to: Register public/private key pairs; locate public keys; validate keys; 
revoke keys; and recover keys. 
 This way, the entire PKI is extended to the XML environment, thus allowing 
delegation of trustworthy decisions to specialized systems. XKMS is presented as the 
solution for the creation of a trustworthy service that offers all PKI subordinate 
services, but without resolving the inherent issues of the infrastructure:  

• How can a Certification Authority’s public key be known with total certainty? 
¿Is the CA ascertained identity useful? 

• Known issues with OIDs (Object Identifiers) for automatic processing and their 
explosive and continuing growth. 

• Since the global public key infrastructure is lacking a single world-recognized 
certification authority, it is not clear how to equip the world in order to allow 
two systems (ex. web services) that know nothing of each other to establish a 
trustworthy relationship through a third party on the fly and with no previous 
off-line communication. 

5   Web services Security: Standards and Security Issues Already 
Addressed 

Now that we have reviewed the basic web services security standards and their related 
security, we turn to detail the emerging technology and specifications that are based 
on these standards.  

First, we will briefly touch on the WS-* specifications, whose principal developers 
are IBM and Microsoft. Secondly and thirdly, we will talk about the SAML and 
XACML standards, which have already been delivered by the OASIS organization in 
their initial versions, and whose objective is how to present information and the 
security policy, respectively. Fourthly, we will briefly comment on the Liberty 
Alliance project, which is lead by Sun Microsystems, and fifthly and lastly, we will 
give a summary in matrix form showing all of the specifications that are covered in 
this paper, noting those that have been delivered and those that are still in draft form. 

5.1   WS-Security Family Specifications 

IBM and Microsoft, together with other major companies, have defined a web 
services security model that guarantees end-to-end communication security. 

These companies are jointly elaborating a series of specifications that compose an 
architecture, termed by Microsoft as Global XML Web Services Architecture [8], that 
will lead the development in the web services industry so that different products can 
inter-operate within a secured context. The center of these specifications is composed 
by: WS-Addressing, WS-Coordination, WS-Inspection, WS-Policy, WS-Referral, 
WS-ReliableMessaging, WS-Routing, WS-AtomicTransaction, and WS-Security. 
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We will focus our attention to the last specification: WS-Security. IBM, Microsoft, 
and VeriSign developed and submitted to OASIS which is responsible of its 
standardization process. WS-Security [21] “describes enhancements to SOAP 
messaging to provide quality of protection through message integrity, message 
confidentiality, and single message authentication. These mechanisms can be used to 
accommodate a wide variety of security models and encryption technologies” .This is 
the specification on which some additional specifications (some with publicized 
versions) that cover all aspects of security in web services have based their definition. 
WS-Security is placed at the base of the security specification pile. Its purpose is to 
provide Quality of Protection to the integration, adding the following properties to 
communication and messages: message integrity, confidentiality and simple 
authentication of a message. WS-Security allows the easy incorporation of many 
existing security models such as PKI and Kerberos. 

Other specifications that directly relate to security issues such as WS-
SecurityPolicy, WS-Trust, WS-Privacy, WS-SecureConversation, WS-Authorization, 
and WS-Federation are being developed based on WS-Security. 

In the protocol stack and right on top of WS-Security, we find the WS-Policy 
specifications (with its security attached WS-SecurityPolicy specification), WS-Trust 
and WS-Privacy. 

WS-Trust is another specification deserving mention due to its similarity with 
XKMS. WS-Trust defines an XML schema as well as protocols that allow security 
tokens to be accessed, validated and exchanged. However, this is not a new problem 
since the XKMS specification already addresses it when the underlying security 
infrastructure is PKI. Therefore, if we wish to extend a PKI as web service, ¿which of 
the two standards should we use? 

Another noteworthy specification is WS-Policy and its related specifications: WS-
SecurityPolicy, WS-PolicyAssertions, WS-PolicyAttachment. These specifications 
define an XML syntax for defining web service policies (WS-Policy); a way to relate 
policies to XML elements, UDDI entries or WSDL descriptors; a combination of 
policy assertions of a general nature (WS-Policy-Assertions); and a combination of 
policy assertions of a security nature (WS-SecurityPolicy). 

5.2   SAML  

Secure Assertion Mark-up Language [11] is an "OASIS Open Standard" specification 
developed by OASIS and was delivered in its first version by 2002. 

Basically, this specification defines a XML schema that allows trust assertions 
(authentication, authorization o attribute) representation in XML and request/response 
protocols to perform XML authentication, authorization and attribute assertion 
requests.  

However, SAML has not yet resolved all the problems related to interoperable 
XML security-data transferences [13]. However it shows a significant progress. For 
instance, SAML does not solve how the authentication evidence itself is transferred. 
This issue has been addressed by WS-Security through its UsernameToken and 
BinarySecurityToken security tokens definition. In addition, SAML does not define 
the way to include SAML assertions within SOAP "wsse:Security" block headers 
(defined by WS-Security specification). In August 2002, WS-Security specification 
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delivered the technical paper "The WS-Security Profile for XML-based Tokens" [23] 
in order to solve this matter. 

5.3   XACML  

XACML [19] is another OASIS specification since February 2003 and its main 
intention is to define an XML vocabulary for specifying the rules from which access 
control decisions can be enforced. 

XACML defines these access control rules depending on the requester 
characteristics, communication protocol in use and the authentication mechanism 
used. XACML is very similar, as far as the security problem it solves, with the policy 
rules model and language defined by the previously studied WS-Policy family 
specifications. This coincidence is another example of the unification effort proof that 
an attempt will have to be made in the future to define a sole model and language 
policy-related in the web services world. XACML defines a service architecture that 
must be implemented by fully-fledged policy architectures: 

5.4   Liberty Alliance Project 

The Liberty Alliance Project [6], led by Sun Microsystems, and its purpose is to 
define a standard federation framework that allows services like Single Sign-On. 

Thus, the intention is to define an authentication distributed system that allows 
intuitive and seamless business’ interactions. As we can see, this purpose is the same 
as WS-Federation specification and Passport's .NET technology ones. Once again, 
this is another example of the previously so-called overlap problem in web services 
security solutions.  

Table 1. Summary of the current web services standard development efforts grouped by topic. 

Authentication 
 

WS-Security,  WS-Trust  (draft), XKMS, SAML profiles 
(request/response protocol for obtaining SAML assertions), Liberty 
Alliance Project (SSO using extending SAML framework), WS-
Federation (SSO) (draft) 

Authorization XACML (Policy-base authorization), WS-Authorization (draft) 
Confidentiality XML Encryption, WS-Security (draft) 
Integrity XML Digital Signature  
Non-repudiation XML Digital Signature, WS-Security  
Security policies WS-Policy + WS-SecurityPolicy  (draft) , XACML 
Trust authority 
 

WS-Trust  (draft) 
XKMS 

Security contexts/ keys 
derivation 

WS-SecureConversation 

Delegation/Proxy WS-Trust  (draft), Delegation has not been fully addressed yet. 
Privacy WS-Privacy  (draft) 
Attribute mapping ?????? 
Reference security architecture ?????? 
Security methodology ?????? 
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6   Issues to Be Solved 

In spite of the amount of specifications that we have reviewed in this article, and 
summarized in Figure 1, there are a lot of unresolved security issues that will have to 
be addressed and standardized in the future: 
 
1. A clear effort should exist from all entities involved in this technology in order to 

unify their criteria and solutions. The explosion of specifications and concepts is 
such that the learning curve may become unacceptable for the most of the IT 
projects. As it has been demonstrated during this article, questions like knowing 
whether the chosen solution is the best of all the possible ones or, if a solution has 
been chosen, it will be long-term supported by the major industry companies, are 
difficult to answer.  

 
2. Another problem to be solved is attribute or role principal mapping among 

different systems. Coherent access control decisions will be difficult to be made 
when the same name of attributes or roles in both interacting web services are set. 
For instance, certain set of attributes assigned to user A in system Y may have a 
completely different meaning in other system B. System B should need to map the 
attributes provided by user A to its own attributes types in order to be able to make 
a coherent access decision. RBAC [4] together with a global attribute mapping 
agreement maybe the way to reach a successful solution. 

3. Nowadays, a methodology that accomplishes and consider all the possible security 
issues and defines an organized development process that directs web services 
deployments in all expected (and unexpected) scenarios does not exist. This 
methodology should produce a distributed security framework. This framework 
would address all the necessary security primitives (authentication, security policy 
statements, confidentiality ...) and should be flexible enough as to allow primitive 
implementation solutions replacements without affecting the overall performance 
of the system. Thus, it should be able to define a framework where specialized 
security modules maybe plugged in. For instance, it should allow us to replace a 
WS-Trust security module for a XKMS module in a transparently way for the 
client. As a first approach, and inspired by SUN JMX architecture, we would 
design this framework by means of a security specialized microkernel creation in 
such a way. This microkernel would have a central component with not specific 
functionality beyond that as acting as socket where security modules can be 
plugged in. Every security module would plug in the socket by means of a well-
known interface and would notice to the component about the security primitives it 
provides. Any client security request will be intercepted by the central component 
and then redirected to the correspondence security service. The response will be 
brokered by the central component as well. 

7   Conclusion 

In this article, we have reviewed the current web services security specification and 
initiatives and we have shown that its diversity is provoking an unclear vision of the 
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problem and their solutions. In addition, unaddressed security issues have been stated 
overall and for each specification. The lack of a global standardization initiative is 
causing that overlapping solutions to similar problems are being put forward. This 
fact will require an extra effort in the future not only for the specifications to unify 
and make themselves interoperable but for industry to adopt and implement them. 
Therefore, solutions to topics like security policies, delegation, inter-business 
principal attributes mapping and privacy are not yet addressed by delivered and stable 
standards.  
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Abstract. When multiagent systems use insecure networks their 
communications must be protected in the same way that any other applications 
that run over this type of channels. There is no doubt that multiagent systems 
expansion will be joined to the Internet technology, and for that reason our 
work tries to protect agents communications by a new security architecture and 
an extension of the KQML. Our security architecture has been designed to be 
installed over the RETSINA framework, which was specifically designed for an 
open system, such is the Internet. The core of our proposal is a SEcurity 
SubAgent Module, called SESAMO, which was expressly designed to easily 
interact with the RETSINA components. The protection is based a public key 
infrastructure that, in addition to an extension of KQML, will supply 
authentication, non-repudiation, integrity and confidentiality services to agent 
communications. 

1 Introduction 

KQML, Knowledge Query and Manipulation Language, permits autonomous and 
asynchronous agents share their knowledge and work cooperatively for solving 
problems. The possibilities of Multi-Agent Systems (MAS) increase considerably if 
they use the Internet. But it is necessary to adapt the KQML to this open environment, 
supplying to the agents security services such are confidentiality, integrity, 
authentication and non-repudiation. 

First aim of this security architecture is to effortlessly coexist with other 
multiagent systems. Our proposal is designed to work over the RETSINA framework. 
The core of our architecture is the SESAMO module (SEcure SubAgent MOdule). 
This module supplies cryptographic capabilities to RETSINA Task Agents, 
permitting them to establish secure communications with others. The SESAMO 
module can be installed into a Host Agent or also allows that several agents (agents 
connected by a private network or installed into the same machine) to share a single 
SESAMO, we called that option Shared SESAMO. We also describe some other 
functions that can be developed by SESAMO because its design can be used as a 
communications security gateway between groups of agents. 

Agents that want to interact directly with their parties can bypass our 
architecture. A common situation could be that Task Agents just use the SESAMO 
when the remote agent is asking for a secure connection, or when they want to 
establish this type of connections with others. In the rest of situations they will 



 
communicate openly with KQML. The SESAMO modules will communicate using a 
security extension of KQML that we have designed. This extension is called KQML-
SE and is composed by three  new performatives: 

  
1. Cryptographic Capabilities Negotiation. 
2. Both Parties Authentication messages. 
3. Encapsulated KQML messages. 

 
Our scheme is based on public key cryptography, and obviously this 

environment needs the existence of a Public Key Infrastructure. This PKI will be used 
for the authentication of agents and hence the architecture security relies on it. We 
have designed another extension of KQML that provides the performatives needed for 
the creation, renewal and cancellation of certificates, and also for the maintenance of 
Certificate Revocation Lists (usually noted as CRL’s). All these topics will not be 
treated in this paper because we would need some more extra space to describe its 
behaviour and management. However, we are aware about the essential role that PKI 
plays in our architecture.  

2 Security Architecture 

When we start this work we tried to develop architecture easy to place in a  
Multi-Agent System. This architecture should introduce the minimum number of 
changes, enabling an agent to integrate security services with no modifications on its 
basic architecture. In this paper we concentrate our work in the well-know 
architecture called RETSINA. In our proposal each agent (from now on, Host Agent) 
has another sub-agent associated, called SESAMO (SEcurity Sub-Agent MOdule). 
SESAMO module is in charge of dealing with all the KQML messages sent or 
received by the Host Agent. 

Fig. 1. :  KQML-SE architecture based on the SESAMO 

The SESAMO only manages performatives defined by our new ontology 
PKCertificate. SESAMO has implemented all the cryptographic capabilities that the 
Host Agent does not have; in this way the SESAMO will provide all the required 
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security services (authentication, non-repudiation, confidentiality and integrity). On 
the other hand the agent will be working with no change, security services will be 
applied by the SESAMO transparently to the Host Agent. The Host Agent only must 
indicate to the SESAMO which messages will need protection.  

The SESAMO will be divided into two parts, Security Management part, which 
will be in charge of protecting the KQML messages exchanged between the Host 
Agent and the other agent. And the second part, Connection Management, which will 
be use by the Host Agent to specify to the SESAMO the connection features. The 
Host Agent must indicate to the SESAMO what to do in case that other remote agent 
does not have his own SESAMO. For example a Host Agent could block any message 
that is not authenticated, in this case the SESAMO will be protecting his agent from 
non-authenticated communications just keeping away from messages that does not 
contains the PKCertificate ontology. The SESAMO could filter communications, for 
example rejecting messages with certain source address, size, etc.. 

Another functionality that can be included into the SESAMO is a Connection 
Features Database. Into this database will be stored the connection features of a pair 
of agents (the Host Agent and the remote Agent). Using this database will be skipped 
the main work of the Connection Management part of the SESAMO. This database 
will be particularly useful when a Shared SESAMO is used (see Sharing a SESAMO 
Agent section) 

An important advantage of our design is that the communication is possible in any 
case. If one of the parties does not have a SESAMO module, the other SESAMO can 
bypass the common KQML messages (without the PKCertificate ontology) and 
permits to establish the communication. 

Table 1. : Optional functionalities of SESAMO module 

Function Type 
Encapsulating (KQML ↔ KQML PKCertificate). Obligatory 
Strong Authentication of both agents Obligatory 
Digital signature of KQML messages Obligatory 
Shared SESAMO Optional 
KQML messages filtering Optional 
Connection features Database Optional 

3 KQML Security Extension. KQML-SE 

The KQML security extension consists on four new performatives. These 
performatives will be used in three steps. The first one is the negotiation of the 
Cryptographic capabilities. The new performative designed is negotiation, which 
enables to negotiate: Certification Authorities, Digital Signature Algorithm, Cipher 
Algorithm and Digest Algorithm.  

Once agents know the cryptographic capabilities one each other, it begins the 
second step where is accomplished the authentication of the parties and the 
establishment of a shared secret key (this key will be based on information supplied 
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by both parties). The performatives that support this second step are Auth-link and 
Auth-challenge.  

Finally, once the parties are properly authenticated and a ciphering key is 
established, it is possible to set up a secure channel. The performative is called  
Auth-private. 

 Next subsection describes the new parameters involved. 

3.1 New parameters 

3.1.1 :certificateCA(<Certification Authority 1><Certification Authority 
2>,...) 
Where the argument <Certification Authority X> is the identification associated to 
one Certification authority (Thawte, VeriSign). This parameter is an enumeration of 
the different certification authorities supported by the agent. It is a parameter of the 
Negotiation performative. 

3.1.2 :certificate (<Certification Authority><the certificate>) 
The second argument is the certificate, which is a public key signed by a certification 
authority (indicated in the first argument). 

3.1.3 :connection-id (<NONCE_X><NONCE_Y >) 
This parameter is used in the Auth-private performative and identifies a previous 
negotiation. 

3.1.4 :auth-key(<boole><key-type><SEED>) 
First argument is a Boolean value. If this value is TRUE the session key must be 
changed. The new key to use will be the result of a hash function calculated over the 
concatenation of SEED, NONCE_X and NONCE_Y (the resulting digest could need 
to be adapted to the encryption algorithm key size. This operation is done to ensure 
that the new key depends from both parties.  

If the first argument is FALSE, next arguments will be ignored because the agent is 
signifying that, for the moment, the session key is valid. Any party of the 
communication could indicate a key change when it considers appropriate. This 
parameter is included into Auth-private and Auth-challenge performatives. 

3.1.5 :signature(<<Key_ID><information signed>) 
The second argument represents certain information digitally signed by the agent. The 
first argument identifies the public key that must be used to check the signature. It is 
included into Auth-link, Auth-challenge and Auth-private performatives and provides 
Authentication and Non-Repudiation of the messages. 
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3.1.6 :algSecretKey (<alg1><alg2>...<algN>) 
It indicates the different symmetric cipher algorithms supported by the agent that 
sends this parameter into a Negotiation performative. Also it is used in Auth-link 
performative, in this case an agent is indicating to its party the selection of certain 
algorithm.  

3.1.7 :algSignType (<alg1><alg2>...<algN>) 
This parameter indicates the different digital signature algorithms supported by the 
agent that sends the message. Can be used into a Negotiation performative and in 
Auth-link performative but in this case it is signifying the selected algorithm  

3.1.8 :algDigestType (<alg1><alg2>...<algN>) 
This parameter indicates the different digest algorithms supported by the agent that 
sends the message. Can be used into a Negotiation performative and also it can 
appears in a Auth-link performative but in this case just with the algorithm selected 

3.1.9 :mySESAMO (<SESAMO_ID><protocol><address>) 
It is used into the Negotiation performative and indicates what SESAMO agent is 
being used for protecting messages. 

3.2 New Performatives 

Into this section we will present the new performatives defined into KQML-SE. 
Those performatives should be added to those included into RETSINA. 

 

Table 2. New performatives for KQML-SE 

Performatives Meaning 
Auth-link Request of secure communication 
Auth-challenge Acknowledge for Auth-link request 
Negotiation Cryptographic capabilities negotiation 
Auth-private KQML messages ciphered and encapsulated 

 
In the following lines we describe the content of all these new performatives: 
 

Name: Negotiation. 
Description: Cryptographic capabilities negotiation between two SESAMO’s 
Additional paramenters: 
:mySESAMO (Only has to be used when a Shared SESAMO is used) 
Ontology: PKCertificate 
KQML Description: 
Negotiation:   
 : sender <A> 
: receiver <B> 
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: certificateCA<VeriSign><Thawte><Internal Domain >.....> 
: mySESAMO <<X<tcpip><X@domain.com>> 
: algDigestType<<MD5><MD4><SHA>...> 
: algSecretKey<<DES><RC2>...> 
: algSignType<<RSA><DSA>> 
: ontology <PKCertificate>   
 
 
Name: Auth-link 
Description: Solicitud de comunicación segura.  
Optional parameters: 
:peer-address, only used when a shared SESAMO is used. 
:algDigestType, list of digest algorithms supported. 
:algSecretKey, list of symmetric algorithms supported. 
Ontology: PKCertificate 
KQML Description: 
Auth-link  
 :sender <A> 
 :receiver<B> 
 :reply-with<expresion> 
:algDigestTypeType<MD5> 
:algSecretKey<DES> 
:algSignType<RSA> 
 :certificate <<VeriSign><Certificate_A>> 
:signature<<A_KEY> <Signature of (NONCE_A & A & B )>> 
 :content: <NONCE_A> 

 
Name: Auth-challenge 
Description: Acknowledge for Auth-link request 
Ontology: PKCertificate 
KQML Description: 
Auth-challenge:  
 :sender <B> 
 :receiver<A> 
 :in-reply-to<expresion1> 
 :reply-with<expresion2> 
 :certificate <<VeriSign><CertificateB>>> 
:auth-key<<T><DES><SEED ciphered by the public key of A>> 
:signature<<KEY_B><Signature of (NONCE_A & NONCE_B & 
SESSION_KEY)>> 
:content: <NONCE_B> 

 
 
Name: Auth-private 
Description: KQML message ciphered and encapsulated.  
Ontology: PKCertificate 
KQML description: 
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Auth-private:           
 :sender <A> 
 :receiver<B> 
 :in-reply-to<expresion1> 
 :reply-with<expresion2> 
 :connection-id<<NONCE_A><NONCE_B>> 
:auth-key< <FALSE> <><> > 
:signature<<A_KEY><Signature of(KQML message)>> 
 :content <KQML message ciphered with SESSION_KEY1> 

4 Sharing a SESAMO Agent  

The SESAMO module can be shared among more than one Host Agent. In this way 
all the KQML-SE messages must be sent to the SESAMO and the rest of non-
protected KQML messages can be sent by each agent itself. The advantages of this 
approach are very interesting, because using a shared SESAMO the agents can be 
working with KQML in the same way that they are already working. And, in case 
they need a protected communication with other agent, they will use the SESAMO for 
establishing a secure channel.  

The SESAMO needs to implement extra software for the management of several 
connections at the same time. This software will be able of storing the connection 
features of every agent into the commented Connection Features Database. The 
shared SESAMO is a distributed scheme. In this way any agent with authorization can 
use a shared SESAMO. However this system has been designed for being used in a 
community of agents connected by a private network (or agents that are running into 
the same machine). The utilization of Shared SESAMO through insecure networks 
needs additional protections that probably imply an excessive cost and more 
complicated management. 
 

                                                           
1 SESSION_KEY is the digest of NONCE_A, NONCE_B AND SEED. The digest funcition 

used is the agreed in the negotiation process.  
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Fig. 2.  KQML-SE architecture based on a Shared SESAMO 

5 Conclusions 

The expansion of the Internet has important implications for the MultiAgent Systems. 
However the Internet features must be taken into account because all of them will be 
inherit by the applications that run over it. With this document we tried to outline the 
security architecture for protecting KQML communications. We are aware that the 
implementation of our proposal is not completely described here, but this topic is 
already open in our research group and we will report new contributions. 

KQML-SE and SESAMO are part of a complete system with the objective of 
providing secure communications. Foundations of this system are the public key 
cryptography and the implementation of a Public Key Infrastructure. We have 
developed an architecture for the management of PKI in a multiagent system, we have 
called this module SPA –Security Proxy Agent-. Our work is based on the 
contributions of Sycara about Security Agents. 

Further research on this topic can be associated to the utilization of IPsec 
framework for the communication of the agents (the new IP Security Protocol that 
supplies authentication, integrity and confidentiality of IP packets). In this way the 
SESAMO module can be substituted by an IPv6 implementation on the agents. 
However, if we use IP security, it does not replace the task of the mentioned SPA 
module. The combination of the SPA and IPsec protocol will be a next step for our 
future research works. 
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Abstract. With the increasing use of web services, many new challenges con-
cerning data security are becoming critical. Especially in mobile services, where
clients are generally thin in terms of computation power and storage space, a re-
mote server can be outsourced for the computation or can act as a data store.
Unfortunately, such a data store may not always be trustworthy and clients with
sensitive data and queries may want to be protected from malicious attacks. In
this paper, we present a technique to hide tree structured data from potentially
malicious data stores, while allowing clients to traverse the data to locate an ob-
ject of interest without leaking information to the data store. The two motivat-
ing applications for this approach are hiding (1) tree-like XML data as well as
XML queries that are in the form of tree-paths, and (2) tree-structured indexes
and queries executed on such data structures. We show that this task is achiev-
able through a one-server protocol which introduces only a limited and adjustable
communication overhead. This is especially essential in low bandwidth (such as
wireless) distributed environments. The proposed protocol has desirable commu-
nication and concurrency performance as demonstrated by the experiments we
have conducted.

Keywords: XML, content privacy, access privacy.

1 Introduction

In web and mobile computing, clients usually do not have sufficient computation power
or memory and they need remote servers to do the computation or store data for them.
Publishing data on remote servers helps improve data availability and system scalability,
reducing clients’ burden of managing data. With their computation power and large
memory, such remote servers are called data stores or oracles. Typically, these data
stores can not be fully trusted, for they may be malicious and can make illegal use
of information stored on them to gain profits. Clients with sensitive data (e.g., personal
identifiable data) may require that their data be protected from such data storage oracles.
This leads to encrypted database research [1, 2], in which sensitive data is encrypted, so
the content is hidden from the database. It is defined as content privacy [3].

? This work is supported by the AFOSR grant #F49620-00-1-0063 P0003.



Sometimes not only the data outsourced to a data store, but also queries are of value
and a malicious data store can make use of such information for its own benefits. This
privacy is defined as access privacy [3]. Typical scenarios demanding access privacy
include:

– A mineral company wants to hide the locations to be explored when retrieving
relevant maps from the IT’department map database.

– In a stock database, the kind of stock a user is retrieving is sensitive and needs to
be kept private [4].

This leads to private information retrieval [4] research, which studies how to let users
retrieve information from database without leaking (even to the server) the location of
the retrieved data item.

Tree structure is a very important data structure and tree-structured data shows it-
self in many application domains. In this paper, we address outsourcing and hiding of
tree-structured data and queries on this data. For this work, we have two motivating
applications: (1) hiding XML data that is stored in the form of trees and XML queries
in the form of tree paths; (2) hiding tree indexed data and queries for the data.

In this paper, we concentrate on hiding tree structured data and traversal of trees
from oracles. Noticing that existing private information retrieval techniques require ei-
ther heavy replication of the database onto multiple non-communicating servers or large
communication costs [4], we give an one-server tree-traversal protocol that provides
a balance between the communication cost and security requirements. To protect the
client from the malicious data store, some tasks (such as traversing the tree-structures)
are delegated to client.
This paper: In Section 2 we present a general overview of the framework and the
outline of the hidden data access. In Section 3, we discuss how redundancy enables
oblivious traversal of a tree structure. In Section 4, we address the underlying technical
challenges and provide traversal algorithm. In Section 5 we give a quantitative analysis
of the protocol and discuss how to tune the various system and security parameters to
optimize the performance. We implement the protocol and analyze experiment results
in Section 6. Section 7 discusses the amount of security the protocol can achieve and
suggests ways to improve the security of the protocol in the future. Finally, we conclude
in Section 8.

2 Overview of the Hiding Framework

In this section, we first give a general overview of the hiding framework. We, then,
provide an outline of the proposed hidden data retrieval protocol.

There are three types of entities with different roles in the system: data owners,
licensed users, and a data store (oracle). The data owners and licensed users are thin
clients (as explained before). A data owner has the right to publish its data on the or-
acle, and a licensed user has the permission granted by some data owner to retrieve
information from the data owner’s data storage space in the oracle. The oracle manages
data storage spaces, where data and tree structures are stored in a hidden way.
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Clients run data encryption algorithms, have initial secret keys for decryption. En-
cryption algorithms are used to encrypt data and tree structures before sending them
to the oracle to ensure that the content of data and the data structure are hidden from
the oracle. If clients are accessing an outsourced index tree, they have point- or range-
queries. If they are accessing outsourced XML trees, they have query patterns. Query
patterns are used to traverse a tree structure along paths described by some regular-like
expressions. These tasks are accomplished efficiently by ”thin” clients with the help
of specialized embedded hardware, such as smartcards, distributed to licensed user by
data owners. Smartcards have been used a lot in mobile computing. They are relatively
cheap, costing no more than several dollars. Such embedded hardware also helps in
solving secret key distribution problem, i.e. by distributing smartcards that contain se-
cret keys, a data owner distributes keys to licensed users[5].

Every time the data owner wants to insert new data into the tree structure or delete
a data item from it, the owner

1. encrypts the data with a secret key,
2. walks the index structure in an oblivious manner so that the traversal path is hidden to the

data store
3. locates the node of interest (either for insertion or deletion),
4. updates the tree structure by inserting or deleting encrypted index or data nodes in proper

positions in the tree, in an oblivious way with respect to the data store.

By walking or updating the tree structure in an oblivious way with respect to the
data store, we mean minimizing the leakage of information about the data and the tree
structure as much as possible; the details of how to walk and update tree-structures in
an oblivious way is described in Section 4.

Client traversal of the tree for retrieving information is similar to update as in order
to prevent the database server from differentiating between read and write operations,
a read operation is always implemented as a read followed by a writing of the contents
back.

3 Oblivious Traversal of the Tree Structure

It is obvious to hide the content of the nodes of a tree structure by encrypting them
before they are passed to the data store. Consequently their content is already hidden
from a malicious store. However, if a client traverses the tree structure in a plain way,
the relationships between nodes in the tree, therefore the tree-structure as well as the
user’s query, are revealed. We propose two adjustable techniques to achieve oblivious
traversal of tree structures: access redundancy and node swapping.
Access Redundancy: Access redundancy requires that each time a client accesses a
node, instead of simply retrieving that particular node, it asks from the server a set
of randomly selected m − 1 nodes in addition to the target node. Consequently, the
probability with which the data store will guess the intended node is 1

m
. m is a security

parameter that is adjustable. We discuss how to choose the value of m in Section 5. We
define this set the redundancy set of the target node.

The problem with redundancy sets, on the other hand, is that their repeated use can
leak information about the target node. For example, if the root node’s address is fixed,
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query1 query1
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query3

(a) After first access (b) After the second access (c) After the third access

Fig. 1. Leakage of the position of root node of index as a result of repeated accesses

then multiple access requests for the root node reveal its position (despite the use of
redundancy) since the root is always in the first redundancy set any client asks.
By intersecting all the redundancy sets, the data store can learn the root node. The
situation is depicted in Figure 1. If the root is revealed, the risk that its children may be
exposed is high, and so is the case with the whole tree structure.

query1 query1

query2 query3

query1

query2

(a) After the first access (b)After the second access (c) After the third access

Fig. 2. The movement of a node

Node Swapping: Consequently, in order to prevent the server from using an attack
based on intersecting repeated or related requests, we have to move nodes each time
they are accessed. Preferably, the move should have minimal impact on the tree structure
and should not leak information about where a given node is moved to. To achieve this,
each time a client needs to access a node from the server, it asks from the server a
redundancy set consisting of m nodes that includes at least one empty node along
with the target node. The client then

1. decodes the target, 2. swaps it with the empty,
3. re-encrypt the redundancy set and writes them back

Figure 2 shows how this approach prevents information leakage: Figure 2(a) shows
that after the first access, the position of the target node is moved (the arrow shows
the node’s movement). Figure 2(b) and 2(c) show that after the second and the third
accesses, the position of the target node is moved again. As shown in Figure 2, during
the course of an access, the oracle has the chance to know the position of the node
only if the redundancy set for the access has little intersection with the set of the
previous access so that the position where the node moved to after the previous access
is revealed. But since the node moves again once the nodes are written back after the
access, such leakage is of no use to the server. In this way, the possible position of
the target node is randomly distributed in the data storage space and thus the repeated-
access-attack is avoided.

Node swapping requires re-encryption of nodes before they are re-written to the
server. Re-encryption should employ a new encryption scheme/key, the reason is as
follows: if the same encryption scheme is used, by comparing the content of nodes in

317



the redundancy set after rewriting with their original content, the server can easily
identify the new position of the node. This means that a client has to identify how each
node is encrypted. We achieve this by adding a new field which contains the secret
key for that particular node. This field is always encrypted using a single/fixed secret
key.This way, the client can decrypt this field to learn how to decrypt the rest of the
node.

4 Hidden Tree Traversal Algorithm

To implement oblivious traversal of tree structure, some critical issues have to be solved:

– After moving one node, in order to maintain the integrity of the tree structure,
the parent’s pointer to this node has to be updated accordingly. How can this be
performed without revealing parent-child relationships on the tree structure?

– How to keep consistency of a tree structure when there are many clients access it
concurrently?

– How can we choose the values of various system parameters, such as the amount
of redundancy m?

In this section, we provide techniques to address the first two of these challenges, and
provide hidden retrieval algorithms based on them and the underlying protocol. In Sec-
tion 5, we will discuss the choice of system parameters in greater detail.
Maintaining Parent/Child Relationships: As to the challenge of maintaining node/parent-
node relationships after node swapping, we propose the following solution: find the
empty node to be swapped with the child node and update the parent node correspond-
ingly before actually moving the child node. This way, parents are always updated con-
sidering the future locations of their children.
Concurrency Control without Deadlocks: The proposed protocol will be applied to
web-based mobile computing environments with large number of clients. In order to
keep consistency of the tree structure with many clients accessing tree structures si-
multaneously, proper concurrency control must be used at server’s side. There has been
intensive study about index locking so that maximum concurrency is achieved with the
integrity of tree structure preserved [6–8]. Since there is no pure read operation in the
scheme (each node, after being read, should be written back), only exclusive locks are
needed. To prevent deadlocks, we organize nodes in a data owner’s data storage space
into d levels.Each level of a data owner’s data storage space requires an empty node
list to maintain empty nodes at this level. Client always asks for locks of parent level
nodes before asking for locks of child level nodes, and it always asks for locks of nodes
belonging to the same level in some predetermined order (e.g. in the order of ascending
node ids). In this way, all nodes in a data owner’s data storage area are accessed by all
clients in a fixed predetermined order. This ensures that circular waits can not occur,
hence deadlocks are prevented.

In Figure 3, we provide the pseudo code of the oblivious traversal algorithm. The
time complexity for this algorithm is O(d×m), with d denoting the depth of tree storage
space and m denoting the redundancy set size, and the space complexity for it is
O(m).
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[Oblivious traversal algorithm]
Input: feature values of target data and the identifier of the data owner.
Output: pointer to the node that contains the data if there exists one; or null pointer.

1. lock and fetch the fixed public entry node to the data store, let it be PARENT, find the
root, let it be CURRENT.

2. select a redundancy set for the CURRENT, lock nodes in the set, let the empty
node in the set be EMPTY.

3. update the PARENT’s pointer to refer to the EMPTY, release locks on the PARENT
level.

4. swap the CURRENT with the EMPTY.
5. if CURRENT contains the data, return CURRENT

else
let CURRENT be PARENT, find the child node to be traversed next, let it be CUR-
RENT, repeat 2,3,4,5.

Fig. 3. Oblivious traversal algorithm

5 Identifying Appropriate Values for the System Parameters:
Hiding a Single Query

Choosing the appropriate design parameter values for a hiding system depends on var-
ious system constraints, including the acceptable communication cost and the required
degree of hiding. Let us model a data owner’s data storage space as d levels. Suppose
the tree structure is an l-level tree. Then, the following parameters and constraints have
to be considered:

– the maximum probability, δ, for the server to be able to find the actual node that the
client is asking from a redundancy set. We have: 1

m
≤ δ.

– the maximum probability, λ, for the server to find the path along which a client
walks the tree structure. We have: 1

ml ≤ λ.
We emphasize here that although it is easy for the data store to guess the target
node from the redundancy set if m is small, it becomes much harder to guess
the parent-child relations between sequential node accesses. And the probability to
discover a path is reduced exponentially with the increase of length of the path,
hence should be slim even with a small value of m.

– the total communication cost ε clients are allowed to make for each data retrieval.
We have: ((read(m)+write(m))× l ≤ ε, here read(m)/write(m) denotes com-
munication cost to read/write m nodes from the server.

– a node may contain multiple data points. We denote the node size, i.e. the number
of data points a node is able to contain, as s. Value of s can be determined by
considering the following:
Let c denote the function of one round-trip communication cost for data points to be
received from and sent to the server, e and d denote the encryption and decryption
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cost function , w and r denote the write and read cost function. Theoretically, they
are linear functions. Then :

total_cost_for_data_retrieval
= tree_depth * m *(communication + decryption + encryption +

read + write cost_per_node)
= l * m *( c(s) + d(s) + e(s) + r(s) + w(s) );

As node size s increases, tree depth l decreases while costs per node increases.
If all other parameters are known, we can calculate optimal node size to minimize
the total cost. However, as s increases, the probability for the data store to find a
path, which is 1

ml , increases. Therefore, the value of s should be carefully chosen
to ensure that security requirement is satisfied and the total cost is minimized as
much as possible.

Note that most of the above constraints are linear, and an appropriate parameter
setting can be easily identified using efficient algorithms.

6 Experiment Results

To validate the protocol, we simulated the protocol and conducted some experiments to
test the protocol. The computing environment consisted of a Linux server acting as a
data store and a 1.0Ghz/256M laptop generating client requests. They were connected
via a Wireless LAN system. We implemented a 2 dimensional k-d tree as the index
structure due to its simplicity. This simple structure enables us to observe experiment
results more effectively.

In the paper, we do not experiment with range queries as we focus on path traversal.
We point out that using this protocol, range queries can be implemented as multiple
path traversals without deadlocks. We generated 40000 data points that were uniformly
distributed in the region (0,0) to (1000000, 1000000), and stored them into a data stor-
age space with capacity 30000 nodes. The size of redundancy set, m, is set to
8.
Response time and node size We executed a set of experiments to show the relationship
between node size and response time, i.e., the time between a client sending a data
retrieval request and getting the response.

Figure 4(a) shows the experiment result. In this figure, there are two sets of results.
The dark points denote the results of experiments with encryption/decryption imple-
mented by software. This set of results shows that when node size is set to around 50
data points, the minimum response time (about 38s), is achieved. This phenomenon
verifies the theoretic observation that there must exist an optimal node size (Section 5).
Considering the probability for the malicious server to find the path (we denote it as
path probability, which is a function of page size, 1

m
log( num

s
) , here m is the redundancy

parameter, num is the total number of data points stored, s denotes node size. ), suitable
node size can be chosen to satisfy security requirements and minimize response time.

The set of white points depicts experiments with efficient hardware encryption/decryption.
From the result, we found that encryption and decryption constitute heavy cost and with
assistant hardware, response time can be greatly reduced to about 8s.
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(a) response time and (b) ratio of sequential process
node size and concurrency control

Fig. 4. Experiment result

To compare our protocol with one-server Private Information Retrieval (PIR) tech-
nique [4], we also simulated PIR by transferring the whole database to a client. The
simulation was conducted in the same computing environment (same linux sever, same
laptop, same Wireless LAN connection). It takes about 3643s to finish transferring. We
can claim that our protocol is much more efficient.

Another interesting phenomenon we observe from Figure 4(a) is that although the
two sets of points have big difference in their values, they have similar zigzag pattern.
This shows that the discontinues and sharp varieties in response time values are mainly
determined by other costs (communication cost c(s), write cost w(s), read cost r(s))
than encyption/decryption (Section 5).

We also notice that response time for the set of black points has a strong tendency
to increase with the node size, while it does very slightly for white points. This can be
explained by the significant parts encryption/decryption play in the total cost and their
linear increase with the node size (Section 5).

Furthermore, we conducted a set of experiments to show the effect of concurrency
control. In this set of experiments, 50 retrieval requests for independently selected ran-
dom data points were launched out one by one at varying frequency from every 10ms to
every 300ms. In the experiment results, we found no deadlocks. We also found that the
total time to finish all the requests was much less than letting the server process those
retrievals sequentially. To give a sample result, when requests were launched out every
20ms, the total time required to finish them was 734.8s, and the time to process them
sequentially was 1442.9s. Figure 4(b) gives the ratio of the time required to process se-
quentially and the time required by our protocol with concurrency control. We can see
that the ratio is about 2. This means we gain 100% saving with the concurrency control.
Figure 4(b) also shows that this ratio increases with the time interval. This is consistent
with the common knowledge that the efficiency of the data store reduces with more
clients accessing trees at the same time.

7 Future Work on Hiding Correlated Queries

The protocol should be able to protect queries and tree data structure from a polyno-
mial time server. To study the security guarantee the protocol provides, suppose that
the server keeps a history of all redundancy sets users retrieved, and the server
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tries to infer about queries and data by statistic analysis of the history. We define each
redundancy set a call, and the history a view of the server. The amount of security
is defined as:

1. For any two different queries Q1 and Q2 posed in the view, the distribution of their
sequences of calls are indistinguishable in polynomial-time.

2. For any two queries Q1 and Q2 posed in the view, it is hard to tell if they are
identical or not by observing their sequences of calls.

If the data storage space is randomly initialized, queries are uniformly posed, tree nodes
will always be uniformly distributed in each layer of the data storage space. So for two
different queries, if their query path lengths are equal, the distribution of their sequences
of calls are identical, hence indistinguishable in polynomial-time; if their query path
lengths are not equal, clients can execute dummy calls at deeper levels to always make
the same number of calls. We are currently studying how to improve the protocol when
queries are not uniformly distributed.

As to the second security requirement, if two identical queries are posed consecu-
tively without any interfering calls, their calls at the same level will always intersect,
hence intersections will give some hint about identical queries. We are also currently
studying how to improve the protocol by methodically introducing intersections be-
tween non-identical queries to make intersections independent from identical queries.

8 Conclusion

In this paper, we propose a simple, adaptive and deadlock free protocol to hide tree
structured data and traversal of it from a data store. Since a lot of data such as XML
has a tree structure and queries can be expressed as traversal paths, this protocol can
be utilized to hide such data and queries. Compared with existing private information
retrieval techniques [4, 9], our protocol does not need replication of databases and it re-
quires less communication, and is thus practical. We provide an example how to apply
it to hide XML documents and tree path based queries. Finally, we conduct experiments
and observe that the proposed techniques achieve hiding without generating unaccept-
able concurrency problems.
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Abstract. Mobile devices are becoming more popular every day; they must 
keep up with security implemented by desktop computers. This paper tries to 
evaluate performance of data transmission with and without ciphering tech-
niques.  WEP is not the best way of securing a network but it is widely used, 
that is why we used WEP on these tests. This article tries to define how much 
performance is lost with WEP, so we can estimate the loss of performance on 
mobile devices when TKIP and WPA’s MIC protocols are implemented. We 
observed in the results that decrease on performance was more noticeable on 
PDAs than other devices such as laptops 

1   Introduction 

Ever since wireless networks appeared, many questions concerning security issues 
were made. WEP (Wired Equivalent Privacy) was part of IEEE’s 802.11 standard, 
and it attempted to provide secure wireless communications.  
 
In 802.11 WEP uses a secret 40 bit key (weak) or 128 bit key (strong) in 802.11b and 
a pseudorandom number generator (RC4). Two processes are applied to clear text; 
one of them ciphers data and the other one protects it from unauthorized modifica-
tions while in transit. The secret key is concatenated with a random initialization 
vector (IV) that adds 24 bits to the resulting key. This key is processed in the pseudo-
random number generator that outputs a large pseudorandom key stream. The trans-
mitter combines it with the clear text using an XOR operation, creates the ciphered 
text and sends it to the receiver along with the IV. When the receiver gets the ci-
phered text, it uses the IV and its own copy of the secret key to generate the same key 
stream as the transmitter. The receiver combines them with the XOR operation and 
generates the original clear text. 
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In order to protect the ciphered text against modifications while it is in transit, WEP 
applies an integrity checking algorithm (CRC-32) to the clear text and generates an 
integrity check value (ICV).  
 
The ICV is concatenated to the text before it is encrypted with the key and is sent to 
the receptor along with the IV. When the checking algorithm is applied to the clear 
text and is compared with the output with the ICV value received, it can be verified if 
there has been any modification. [1] 
 
However as Nikita Borisov et. al demonstrated, the WEP checksum is a linear func-
tion of the message. One consequence of the above property is that it becomes possi-
ble to make controlled modifications to a ciphertext without disrupting the checksum. 
[2]. 
 

Description Processor RAM WLAN NIC OS 
Laptop Client 1 – HP 

ze5785 us 
Intel Pentium 

4 2.4 Ghz. 
512 MB LAN-Express 

IEEE 802.11b 
NIC 

Windows XP 
Home Edi-

tion 
Laptop Client 2 – IBM 

Think Pad 2655 
Intel Pentium 

3 1 Ghz. 
128 MB Proxim IEEE 

802.11 b/g PC 
Card. 

Windows 
2000 Profes-

sional 
PDA Client – HP iPAQ 

4155 
Intel XScale 

400 Mhz. 
64 MB Embedded Windows 

Mobile 2003 
Server Laptop – HP 

ze5385 us 
Intel Pentium 
4 2.66 Ghz. 

512 MB LAN-Express 
IEEE 802.11b 

NIC 

Windows XP 
Home Edi-

tion 
 
WEP uses the RC4 symmetric stream cipher for encryption and decryption purposes. 
Symmetric means that the sender and receiver must use the same key for proper en-
cryption and decryption functions. [3] 
 
There are other key lengths for WEP, such as 64 bits, which was used in our tests. 
 
There are various types of known attacks against WEP, and it is not considered se-
cure. Although there are other ciphering techniques, WEP is implemented natively in 
many OS such as Windows XP, Windows Mobile and Palm OS. This is why WEP is 
still widely used. 
 
Design of secure protocols is difficult, and fraught with many complications. It re-
quires special expertise beyond that acquired in engineering network protocols. A 
good understanding of cryptographic primitives and their properties is critical. From a 
purely engineering perspective, the use of CRC-32 and RC4 can be justified by their 
speed and ease of implementation. [2] 
Mobile devices such as PDA’s are being increasingly used in Wireless LANs 
(WLANs); these devices have limited processing resources; and therefore, the impact 
on data transfer performance is of particular interest because of the processing over-
head it causes. 
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There are other security protocols such as PEAP or LEAP, which promise better 
protection, however, it has been proofed that there are other attacks that could affect 
them such as the ones published by Mishra and Arbaugh, which explains that 802.11 
frames, including 802.1X messages, are easily sniffed. For this reason, IEEE 802.11 
Task Group I recommends EAP methods resistant to dictionary attack.  
 
It's worth heeding this advice, since dictionary attacks enable an attacker to recover 
the user password, which often can provide access to more than just the 802.11 net-
work. Therefore these attacks are more serious than the previously documented WEP 
attacks and customers using 802.1X should strongly consider adopting dictionary 
attack-resistant authentication methods such as EAP TLS, SRP, TTLS and PEAP. [4] 
 
LEAP is a type of Radius EAP. It is used to authenticate access by a wireless client 
(typically a laptop or pc) to a wireless router, typically a Cisco Aironet base sta-
tion.[5] 
 
RADIUS is a widely deployed protocol for network access authentication, authoriza-
tion and accounting (AAA). [6] 
 
This paper presents an analysis of the data transfer performance achieved by laptops 
and PDA’s when using 64 and 128 bit keys with WEP and when transmitting clear 
text using an infrastructure WLAN. 

2   Experimental Section 

2.1   Equipment Used 

Two laptops and a PDA were used as clients. A third laptop was used as server. A 
brief description of the equipment can be found in table 1. 
 
The access point that was used was a Microsoft Broadband Networking Wireless 
Base Station Model MN-500, which is Wi-Fi certified. 

2.2   Performance measurement 

In order to obtain performance measurements of common uses of a WLAN, a simple 
web-based script was written in PHP, running on an Apache 2.0.48 web server with 
PHP Engine 4.0.1. Measurements were stored using mySQL 4.0.13. 
 
The PHP script sends a random stream of bytes, ranging from 100 to 5000 kilobytes. 
Three fields are stored in the database, the client’s IP address, the amount of data 
transferred and the time that the transfer took. 
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The resulting web page is reloaded 5 seconds after the transfer is finished and a new 
stream of different size is sent to the client. 

2.3   Test scenarios 

Several tests were performed, in order to test different situations and compare them. 
 
The first variable is the length of the key, three different scenarios were tested in this 
case, with no key (no WEP encryption), 64 bit, and 128 bit keys. 
 
The second variable is distance, 3 different distances were tested. In every case, all 
the devices were at the same distance. 
 
a) Five feet away from the Access Point. No interferences. 
b) Twelve feet away from the Access Point. No interferences. 
c) Forty feet away from the Access Point. On the second floor, home environment 
(Computers and PDA were on the first floor). 
 
For each scenario, 1200 samples were gathered, 400 for every mobile device. 
 
Using the gathered data, simple statistical analysis was calculated, specifically, the 
mean value of the samples and the standard deviation. 

3   Results and Discussion 

3.1   Performance with no WEP encryption 

 5ft 12ft 40ft 
HP Laptop 170.21 148.9 122.83 

IBM Laptop 169.26 145.8 120.46 

iPAQ PDA 168.6 148.39 119.14 
Table 2: Average results in KB/S with no WEP encryption. 
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When using no WEP encryption, the performance loss is similar on both laptops and 
the PDA as shown in Table 2 and Figure 1. 

3.2 Performance with 64 bit key WEP encryption 

 5ft 12ft 40ft 
HP Laptop 162.19 147.32 112.14 
IBM Lap-

top 
158.22 149.41 115.11 

iPAQ PDA 154.63 141.32 104.78 
Table 3: Average results in KB/S with WEP and a 64 bit key. 

 
Test results with a 64 bit key show that the PDA’s performance was more noticeable 
than both laptops. This can be observed in Table 3 and Figure 2.  
 

Figure 2: Data transfer 
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3.3 Performance with 128 bit key WEP encryption 

 5ft 12ft 40ft 
HP Laptop 147.24 140.33 118.75 
IBM Lap-
top 

150.81 145.28 117.63 

iPAQ PDA 140.29 134.5 90.69 
Table 3: Average results in KB/S with WEP and a 128 bit key. 

 
It is clear that the PDA decreased its performance more than laptops. This can be seen 
in Table 3 and figure 4. 
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3.4 Results Analysis 

 No WEP 64 bit 128 bit 
HP Laptop 147.31 140.55 135.44 
IBM Lap-
top 

145.17 140.91 137.90 

iPAQ PDA 145.37 133.57 121.82 
Table 4: Overall Performance in KB/S 

 
It is clearly visible that the PDA’s performance (See Table 4) was considerably re-
duced by WEP encryption. It is clear that the reduced computing power of the PDA 
resulted in a bigger impact on performance. 
 
As mentioned above, WEP uses symmetric keys, because of that, we expected better 
performance results on the PDA, but it affected it visibly. We would now expect that 
using EAP-TLS or other similar technique the performance loss to be greater. 
 
TKIP changes the ciphering key very often, and requires much more resources. Based 
on this, we can extrapolate the results and consider that when using TKIP, the per-
formance loss will be much bigger. 
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Both laptops had similar behavior, and they were not visibly affected by WEP en-
cryption. 
 
We can see an overall comparison of performance in figure 4. 

Figure 4: Overall performance 
comparison
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4   Future Works 

We will repeat these tests with ciphering techniques specified by WPA and evaluate 
their performance in order to search alternatives for mobile devices if there is a con-
siderable loss of performance. 

5   Conclusions 

Approximately, the PDA lowered its performance to 83.80% compared to the 91.94% 
observed in Client 1 and 94.99 % of Client 2, when looking their performance based 
on no WEP encryption and 128 bit encryption. 
 
From the standard deviations observed, the PDA had the lowest levels overall, this 
can be because laptops usually run other processes on the background that might 
impact some measurements.  
 
Security is vital to wireless communications, there has been a big amount of effort 
and research to provide reliable ciphering techniques. Progress has been achieved in 
this field; however there are new scenarios where wireless communications were not 
very popular a few years ago. 
Mobile devices have limited resources and processing power, this is why, ciphering 
techniques used in these devices, have to meet their constraints and yet meet security 
levels. 
 
It will be vital to take these constraints when designing new security schemes, and 
when these schemes are deployed to new operating systems for mobile devices, they 
must allow limited devices to work properly, without degrading QoS and providing 
secure, reliable data transfers. 
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WPA security protocols are expected to consume more resources than old protocols 
such as WEP, so special protocols for limited devices should be developed, so their 
performance is not affected. 
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Abstract. Because of its vulnerability to errors and, hence, unauthorised access,
assignment of access rights is a critically important aspect of RBAC. Despite ma-
jor advances in addressing this clearly using formal models, there is still a need
for a more robust formulation, especially incorporating strict guidelines on as-
signment of access rights and how to perform such tasks as delegation of access
rights. In this respect, this paper proposes a precise mathematical framework, ca-
pable of considering important factors such as the relative security risks posed by
different access operations when performed by different users. This is based on a
novel concept of a security risk ordering relation on such tasks, to be established
by a detailed independent risk assessment process. In the case of lack of informa-
tion on security risks, the approach makes conservative assumptions, thus forcing
the security analyst to re-assess such situations if he disagrees with this default
interpretation. The risk ordering relation is central to a security-orientated defini-
tion of role hierarchies and a security-risk minimising strategy to role delegation.

1 Introduction

Role Based Access Control (RBAC) is a widely used access control mechanism whereby
access rights to users (subjects) are granted on the basis of their roles in an institution
rather than as individuals. Allocation of access rights, whether it takes place as a result
of system administrator’s duties, such as permission assignment to roles, or discre-
tionary actions exercised by subjects higher up in role hierarchy, such as delegation, is
a process vulnerable to errors and existence of unforeseen loopholes that could com-
promise the system security.

The growing interest in RBAC is evident from the large number of works devoted to
it. Notable among them are the works [5, 6, 9, 10] characterising a hierarchy of RBAC

models with increasing sophistication, dealing with role hierarchies, potential conflict
of interests between roles, etc. A major outcome of these developments is the recogni-
tion by the research community of the need for a standard [1] aimed at a unified model
for RBAC. Related is also our own work [7], providing a formal state-based model for
the core RBAC [1]. Important issues related to delegation are elaborated in a number of
works; with [2] dealing with a basic but sufficiently detailed model of delegation, [8, 11,
12] showing a practical scenario of the implementation of delegation and [13] giving
detailed mathematical models for various types of delegation.

Despite the above advances, there seems to be little definitive rules or guidelines
that govern the assignment of access rights in RBAC and clarify the means by which



the goals of the security mechanisms are to be achieved. System invariants for access
rights allocation that should always be respected are not sufficiently well defined in
the literature, including those cited above. Allocation of access rights is often based
on informal rules based on past experience or inherited institutional practices. In order
to overcome the above deficiencies, this paper introduces a novel approach ensuring a
consistent and systematic interpretation of security requirements and a compatible and
effective way to enforce the security arrangements.

Our approach is based on the concept of a risk ordering relation [4] expressing the
relative risk posed by a subject of a particular role performing a particular task, com-
pared to the same posed by a similar subject-task combination. It is a mathematical
concept designed both to introduce rigor into security modelling and to eliminate am-
biguities, omissions and inconsistencies in the risk assessment process. Risk ordering
itself is established through an appropriate independent security risk analysis of the
organisation. From the perspective of security risk analysis, the approach offers two
major benefits: firstly, it makes explicit the form of the information required from such
an analysis and, secondly, it prompts the security expert to question his security assess-
ment, thereby improving the quality and comprehensiveness of the process, as well as
the end–product of the security risk assessment. Questioning of the security assessment
is achieved by a default conservative interpretation of risks levels whenever there is a
lack of information on security risks. According to this, any task with a possible inad-
equate consideration of risk is placed conservatively in a lower security risk band by
default, alerting the security analyst to reconsider its risk nature if such an interpretation
is undesirable. Turning to the modelling of RBAC, our work proposes certain security
principles for permission assignment to roles and for subject-invoked role delegation.

The paper has the following structure. Section 2 introduces the required basic con-
cepts of RBAC and the relevant mathematical definitions used later. Section 3 presents
the concept of security risk ordering relation, expressing the risks posed by different
combinations of roles and tasks (permissions) relative to one another. Section 4 states
the proposed principles of allocation of access rights in RBAC in a precise manner.
Section 5 presents a case study drawn from the domain of health care illustrating the
application of the latter principles. Section 6 concludes the paper with a summary of
achievements.

2 Basic Concepts and Mathematical Preliminaries

The purpose of RBAC is to determine at run–time whether to allow, or deny, a user (sub-
ject) accessing a required resource (object) based on access rights granted to the roles
that subjects perform in the organisation. This section introduces the basic RBAC con-
cepts relevant to these issues and an appropriate notation for the discussion; see also [7].
Our formulation is based on the following basic types of entities: SUBJECT denoting
the set of all possible users (subjects) of the computer system (including any non-human
agents), OBJECT the entities (objects) being accessed by the subjects, ROLE the roles
in the capacity of which the subjects derive the access rights to the objects concerned,
and OPERATION the set of operations that may be performed on the objects. Disre-
garding here the applicability of operations to specific objects, the set of all possible
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tasks are denoted by TASK, defined as

TASK = OPERATION × OBJECT (1)

Associated with the above are the following functions [Note: P denotes the power set
of its operand set (on the right)]:

SubjectRoles : SUBJECT → P ROLE (2)

SubjectRoles(s) giving the set of roles associated with each subject s, and

Permissions : ROLE → P TASK (3)

Permissions(r) giving the set of tasks authorised for each role r. When dealing with
individual permissions, it is convenient to have the elements of the following set

PERM ⊆ ROLE × TASK (4)

the elements of which denote roles and the applicable tasks.
In relation to delegation of access rights or tasks in hierarchical RBAC, we introduce

two types of delegation: lateral delegation (a role delegating its duties to another role
lying at the same level of the hierarchy) and downward delegation (a role delegating its
duties to a junior role). A record of such delegated roles to each particular role may be
maintained by the following functions:

lat del roles, down del roles, delegated roles : ROLE → P ROLE (5)

lat del roles(r), down del roles(r) and delegated roles(r) giving, respectively, the
roles delegated to role r laterally, downward and in total. Note that for each of the
above, r cannot be delegated to itself. Together the above satisfy

∀ r ∈ ROLE • delegated roles(r) = lat del roles(r) ∪ down del roles(r) (6)

Turning attention to conflicts of interests (COI), there are two kinds of separation of du-
ties that need to be taken into account in determining the permitted delegations of roles
and tasks, namely: a) Static Separation of Duty (SSD), which concerns the prevention
of any conflict of interests arising from the mere assignment of such roles to the same
subject, and, b) Dynamic Separation of Duty (DSD), which concerns the concurrent
exercise of such roles by any subject at the same time and not whether they can be as-
signed to the same subject. With the above in mind, let us introduce three symmetric and
irreflexive binary relations SSD, COI and COI on ROLE, such that COI = SSD ∪DSD.

3 Security Risk Ordering

In general, risk expresses a combined measure of the likelihood of a hazardous, or a
harmful, event occurring and the ensuing consequences should it ever take place. In
computer security, such events include intrusion, tampering with data, eavesdropping,
etc., violating system security properties such as confidentiality, integrity and availabil-
ity. Security threats not intensifying, the risk of such events taking place usually reduces
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with increasing protection. Risk assessment is an exercise in its own right and is beyond
the scope of this paper. What is important here is, however, the outcome of the risk as-
sessment process and, in particular, the relative risks posed by various security threats
relative to one another.

Risk ordering relation, introduced here, relies on a comparison of risks arrived at
by an appropriate independent risk assessment process. It is denoted by � and has the
form

�: PERM ↔ PERM (7)

Its meaning is such that, given two permissions p1 and p2, where p1, p2 ∈ PERM,
p1 � p2 signifies that p2 is more, or equally, secure compared to p1 or, alternatively, p1

carries a higher, or an equal, security risk compared to p2. � is reflexive and transitive,
but not necessarily symmetric or antisymmetric. We decompose � into two relations:

– �: a partial order relation over the elements of PERM, which orders their risk levels.
If p1 � p2, then p1 carries a higher security risk than p2, unless p1 and p2 denote
the same permission.

– ≈: an equivalence relation between the elements of PERM. If p1 ≈ p2, then p1 and
p2 are identical in terms of security risk.

As a consequence of this decomposition, � is the union of � and ≈ . In other words,
for permissions p1 and p2, p1 � p2 if and only if p1 � p2 or p1 ≈ p2.

The relation � is best depicted in the form of a graph, as in Figure 1(a), showing
the ordering of the permissions. Since the risk analysis is performed by human security
analysts, the relation � may contain gaps, inaccuracies and inconsistencies. Therefore,
following [4], we use the concept of risk band to alert the risk analyst to such defi-
ciencies. The idea is to interpret any lack of information conservatively in favour of
greater provision of security. In effect, risk bands extend the graph of � with numeri-
cally indexed risk bands such that permissions carrying relatively greater security risks
are placed in higher risk bands, while the more secure permissions in lower risk bands;
see Figure 1(b). In the event of insufficient information as to where a particular per-
mission is to be placed, it is interpreted as an indication that the permission concerned
is to be placed in the highest possible risk band, subject to any constraints imposed by
other pairs in the relation � . Any disagreement with this default interpretation obliges
the security risk analyst to clarify the relative risk levels of the permissions concerned
more accurately, thus helping to refine the risk ordering relation and, thereby, making
it more complete, accurate and consistent with the required security requirements. The
graph of the relation � , extended with risk bands, is referred to as the risk graph; see
Figure 1(b). The arcs in the graph are assumed to run upward and the reflexivity of
the permissions in the relation � are not shown in the graph to reduce clutter. The risk
bands are numbered from 1 to some n, higher indices signifying greater risk. Risk graph,
corresponding to a specific relation � , is to be determined according to the following
rules:

– Permissions with the highest security risk, or the least secure ones, (i.e. those in the
nth risk band) are exactly:
a) The permissions that are lowest in the partial order relation �, but not related

by ≈ to any other permission in � .
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b) Any other permissions related by ≈ to the ones just mentioned in (a) above.
– If there exist two distinct permissions p1 and p2 such that a) p1 � p2, b) p1 is the

only immediate predecessor so related to p2, and c) p1 is in risk band i, then p2 is in
risk band (i− 1). If p2 has several immediate predecessor permissions, then its risk
band index would be one less than the lowest risk band index of those predecessor
permissions.

– If there exist two permissions p1 and p2 such that p1 ≈ p2, then p1 and p2 are in
the same risk band.
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Fig. 1. (a) Risk ordering relation (b) Risk graph.

Associated with the risk graph is a risk distance between two permissions of the
form: RD(p1, p2) = RB(p1) − RB(p2), where RB(p) gives the risk band index of a
given permission p ∈ PERM, taking the sign into consideration. From the security risk
perspective, two permissions p1 and p2 are said to be risk-comparable if and only if they
are equivalent through p1 ≈ p2 or are in different risk bands (i.e., RB(p1) 	= RB(p2)).
If they are in the same risk bands (i.e., RB(p1) = RB(p2)), but are not equivalent (i.e.,
p1 	≈ p2), then they are said to be risk-non-comparable.

4 Principles of Allocation and Delegation of Permissions

This section formulates several principles to be followed when allocating access rights.
These concern the cases of permission assignment to roles and delegation of access
rights.

4.1 Relations on Roles

The hierarchical model of RBAC [1], also known as RBAC1 [10], places the roles in a
hierarchy in accordance with the functional requirements of the organisation and other
considerations such as the skills, the competence, the past experience, etc., required as
part of the job descriptions. However, this is based mathematically on a simple set–
theoretic characterisation of roles as a partial order � , namely, for any two roles r1 and
r2 as

r1 � r2 ⇒ Permissions(r1) ⊆ Permissions(r2) (8)
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It is important to note that (8) characterises only a hierarchical relationship between
roles with inheritance of permissions of juniors by seniors. In our view, however, there
are other notions of seniority relations of relevance to security. Of particular interest
here is a relation that characterises roles performing different kinds of activities but
being equivalent. This is because, for example, being equivalent in status would allow
the delegation of roles that deal with authorisations, etc. With this in mind, this work
uses three relations on roles, two of them being

– A partial order relation, � , as defined in (8), dealing with hierarchical inheritance
of permissions of junior roles by their seniors.

– An equivalence relation, � , dealing with equivalence of roles belonging to differ-
ent categories of roles in terms of their status.

leaving the third relation for Section 4.2. In relation to � and � , as an example, con-
sider the members of a hospital in two different role categories: medical and nurs-
ing. According to � , roles in the medical category may be ordered hierarchically as:
resident � surgeon � consultant, whereas those in the nursing category as nurse � se-
nior nurse � chief nurse. Furthermore, using the equivalence relation� , it is possible
to relate the chief nurse and the surgeon as chief nurse � surgeon in order to convey
that they have the same seniority status and, therefore, they are eligible to delegate, for
instance, certain authorisation tasks between them.

4.2 Principle I: Permission Assignment to Roles

As noted above, roles in RBAC are assigned permissions by associating them with the
tasks that they are authorised to perform. In most cases, this association is based solely
on the functional requirements of the organisation. Prior to such assignment of permis-
sions to roles, however, a security risk assessment needs to be performed in order to
verify if the functional requirements would induce any unintended security threat to
the organisation’s assets. This is where the security risk ordering relation, introduced in
Section 3, proves to be useful. With further implications in terms of risk bands, the risk
graph of � represents a detailed ordering of security risks posed by different permitted
role–task combinations.

The third hierarchical relation on roles, introduced in this work, takes into account
the risks described above. It is a hierarchical partial order and is denoted by � . It
extends the relation � in (8) by incorporating � and, following [4], is defined as

r1 � r2 ⇔ (r1 < r2) ∧ (∀ t ∈ TASK • t /∈ Permissions(r1) ∧
t ∈ Permissions(r2)⇒ (r1, t) � (r2, t)) (9)

According to this principle, role r2 is senior to r1, i.e., r1 � r2, if and only if the role
r2 is senior to the r1 in the sense of � in (8), i.e., r1 < r2, and all permissions, which
are not included in the junior role r1 but are in r2, are handled more securely by r2 than
by r1 with respect to the relevant risk graph. The intention is to ensure that senior roles,
while inheriting permissions of the respective junior roles, are entrusted with certain
permissions requiring greater degree of security. This is a justification for a security–
orientated notion of a hierarchical seniority. However, this does not necessarily mean
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that the senior role can handle all its permissions more securely than the junior role. In
fact, it may be the case that the junior role is intended to handle its own tasks, perhaps
with the exception of its own inherited ones, more securely than the senior role because
of, for example, the specialist expertise required by the tasks concerned.

4.3 Principle II: Delegation of Tasks

Our approach to delegation of access rights is based on certain rules that take security
risks into consideration. The lack of such explicitly stated rules in other works may
be due to the informality of the way delegation is handled normally or the excessive
number of possibilities in delegation encountered in practical situations. Note that del-
egation applies only to level 1 delegation [3], that is, to roles initially assigned by the
system administrator and not to those gained by previous delegations from other roles.

Principle II(a): Lateral Delegation of Tasks. The lateral delegation here concerns
the delegation of roles at the same level of seniority as understood by the relation � ,
introduced in Section 4.1. This may be expressed as

∀ r1, r2 ∈ ROLE • r1 	= r2 ∧ r2 ∈ lat del roles(r1)⇒ r1 � r2 (10)

Principle II(b): Downward Delegation of Tasks. This principle deals with the dele-
gation of its access rights by one role to another in a strictly lower level in the hierarchy
� ; see Section 4.2. Let us deal here only with the total delegation, i.e., the delega-
tion of all access rights of the delegator role [3]. In order for such a delegation to be
permitted, the two conditions (11) and (13) are to be satisfied.

Firstly, the delegating and delegatee roles must be hierarchically related, as in

∀ r1, r2 ∈ ROLE • r1 	= r2 ∧ r2 ∈ down del roles(r1)⇒ r1 � r2 (11)

Secondly, security risk considerations need to be taken into account. To minimise secu-
rity risks, the access rights are better be delegated to the role(s) that would present the
least risk when they perform the delegated tasks. This can be established using the risk
graph, introduced in Section 3. Considering each of the tasks to be delegated under the
delegating role, it is possible to calculate the worst (lowest, taking the sign into account)
risk distance from the delegating role to each candidate delegatee role. Thus, for each
potential pair of delegating-delegatee roles there is to be a lowest risk distance. The del-
egatee role giving the largest of these risk distances (taking the sign into account) would
be the one to be favoured for delegation. With this in mind, let us first define the worst
risk distance between the permissions of one role r1 relative to the same permissions
under another role r2

∀ r1, r2 • r2 � r1 ⇒ worst risk dist(r1, r2) =
min{RD((r1, t), (r2, t)) | t ∈ permissions(r1) ∧ t /∈ permissions(r2)} (12)

where min S gives the minimum value in the set S (of integers). The role(s), which is
the least risky for delegating r1’s permissions, is a role r2 having the largest among the
worst risk distances calculated as described above. In other words, for delegating r1 the
least risky delegatee role is r2, provided that

∀ r3 • r3 � r1 ⇒ worst risk dist(r1, r2) � worst risk dist(r1, r3) (13)
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Principle II(c): Avoidance of Conflicts of Interest. Furthermore, neither of the above
forms of delegation should result in any static conflict of interest with other delegated
roles and the target (delegatee) role (r below) itself. That is, delegation must respect the
static separation of duty. This principle may be expressed as

∀ r ∈ ROLE • ∃ roles ∈ P ROLE • roles = delegated roles(r) ∪ {r} ⇒
roles× roles ∩ SSD = ∅ (14)

5 Case Study: A Health Care Information System

This section illustrates the proposed approach using a hypothetical, but realistic, simple
access control system applicable to a hospital environment, but in relation to: a) the
construction of a role hierarchy (Principle I), and b) downward delegation (Principle
IIb), both based on security considerations. A description of the functional requirements
of the access control system are summarised, along with the notation, in Table 1.

Table 1. The tasks defined in the hospital’s information system

Task Name Representation Brief Description Authorised Roles†

t1 (lead,op) leading an operation consultant (c)
t2 (asst,op) assist in performing an operation consultant (c)

surgeon (s)
t3 (prep,pat) pre-operation care for a patient nurse (n)
t4 (mont,pat) post operation monitoring of patient nurse (n)
t5 (adm-med,pat) administering medication to patient nurse (n)
t6 (adm-aneas,pat) administering anaesthetics to patient anaesthetist (a).

† Note: Shown in brackets is the notation to be used later.
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Fig. 2. Risk graph of the permissions in the hospital’s information system.

A security risk assessment, involving the permissions and the roles concerned, has re-
sulted in a security risk ordering relation shown in Figure 2. Though its primary purpose
is to present relative security risk levels between various pairs of permissions, belong-
ing also to different roles, it also indicates the risk graphs of individual roles. Arcs on
the graphs, assumed to run upwards, show the risk–comparability between permissions.

Let us first consider three possible role hierarchies in relation to both the Princi-
ple I and the functional requirements. These are shown in Figure 3 along with the
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permissions associated with each role. The three role hierarchies can be checked for
conformity with (9) against the security risk graph shown in Figure 2. By the man-
ner of their construction, all three hierarchies satisfy the relation � in (8) – the first
conjunct of (9). Hierarchy 1 satisfies also the second conjunct. In this case, note that
Permissions(s) ⊂ Permissions(c), t1 ∈ Permissions(c) but t1 /∈ Permissions(s) and,
according to the risk graph, (s, t1) � (c, t1). Analogous arguments apply to pairs of
roles s and n, and a and n. It may be noted that Hierarchy 1 also satisfies the functional
requirements. Following a similar analysis, we note that Hierarchy 3 conforms with
Principle I, but violates the functional requirements. In Hierarchy 2, however, in rela-
tion to the pair n � s (by transitivity of �), t6 ∈ Permissions(s) and t6 /∈ Permissions(n)
but (s, t6) � (n, t6), which violates Principle I. Thus, we conclude that only Hierarchy
1 satisfies both the functional requirements and the security considerations expressed in
Principle I, thus justifying its applicability to RBAC as proposed here.

Hierarchy 1
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Fig. 3. Three possible role hierarchies

Turning attention to delegation, let us consider a situation where a subject exercising
the role consultant wishes to delegate his role (i.e. the totality of the tasks) to a junior
role in Hierarchy 1. In determining the most secure role(s) to whom the delegation
should take place, the risk distances between the permissions of consultant and the
same performed by the other roles need to be calculated. Note, however, that some
of consultant’s tasks are shared also by the junior roles. Therefore, risk distances are
needed only in relation to the non–shared tasks. The tasks concerned are: t1 and t6
in the case of delegation to surgeon; t1 and t2, in the case of anaesthetist; and t1, t2
and t6 in the case of nurse. Therefore, according to (12), the worst risk distances are,
respectively, -4, -4 and -5, leading to the least risky roles anaesthetist and surgeon for
delegating consultant’s role.

6 Conclusion

This paper presents a rigorous formal approach for dealing with some of the key issues
in RBAC, in particular, delegation and allocation of access rights. Assignment of access
rights is a critical and an error-prone process. Therefore, precise, clear and well-studied
guidelines are essential for combating security breaches resulting from unauthorised
access rights. An important contribution of the proposed approach, in this respect, is
the formulation of several principles for defining role hierarchies and handling role
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delegation based on a novel idea of a security risk ordering relation. The approach also
incorporates precise ways to consider other factors, such as functional requirements and
conflicts of interest, etc., essential for assuring the system integrity. The risk ordering
relation relies on a detailed assessment of the risks faced by the system. In the event
of lack of sufficient information, the approach enforces certain default interpretations
of risk in a conservative manner, so that any disagreement leads to a refinement of
the security risk analysis. A case study drawn from health care domain illustrates the
approach and demonstrates its effectiveness.
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Abstract. For the generation of trust in the use of information and communica-
tions technologies it is necessary to demonstrate security in the use of these tech-
nologies. Security metrics or assurance metrics are the most appropriate method
to generate that trust. In this article we propose a series of features for classi-
fying security metrics. We present the main conclusions obtained through this
classification together with the list of metrics analyzed.

1 INTRODUCTION

The information and support processes, systems and networks are important assets to
any organization. These assets suffer risks and insecurities continually coming from a
wide variety of sources, including threats based in malicious code, programming errors,
carelessness of people, sabotages or fires.

According to [1], the loss due to malicious code alone exceeded $13 billion in 2001,
and security expenditures are projected at more than $3 billion in 2004.

This concern has prompted many organizations and investigators to propose differ-
ent metrics to evaluate the security of their information system. In general, there exists a
consensus in affirming that the election of the metric depends on those concrete security
necessities of each organization. Most of the analyzed proposals propose methodologies
for the election of these metrics [2–7]. Even in some cases the necessity is suggested of
developing specific methodologies for each organization [8].

In any one of these proposals the necessity is to quantify the different relative as-
pects of security to be able to understand, to control and to improve the trust in the
information system.

If an organization doesn’t use security metrics to make decisions, the choices will
be motivated by purely subjective aspects, external pressures or even purely commercial
motivations.

? This research is part of the CALIPO project, supported by the Dirección General de Inves-
tigación of the Ministerio de Ciencia y Tecnologı́a (TIC2003-07804-C05-03), and the MES-
SENGER project, supported by the Consejerı́a de Ciencia y Tecnologı́a of the Junta de Comu-
nidades de Castilla-La Mancha (PCC-03-003-1).



2 SECURITY METRICS

2.1 Metrics Classification

To analyze the different metric proposals it is necessary to use certain approaches to
classify them and to be able to obtain conclusions.

The selection of these classification approaches is based on the different previous
proposals [9, 3, 4, 7], keeping in mind that they cover the different necessities of the
security of an organization, eliminating the repetitions of proposed approaches and se-
lecting those approaches with greater generality.

The approaches selected to classify the security metrics correspond to the differ-
ent objectives of security pursued, to the control area used to get those objectives, the
moment that those controls are applied and to the audience directed with that metric.

1. Security Objective (SO). The security of a system is characterized by information
like the persecution of the following objectives:

– Confidentiality, assuring that only those who are authorized can access the in-
formation.

– Integrity, assuring against the unauthorized modification of the information.
– Availability, assuring that the authorized users have access to the information

and their assets associates when they require it.
– Authentication, assuring that the identity of a subject or resource is the one

claimed.
In our study, we have included a general objective to characterize those metrics that
pursue two or more objectives of security.

2. Control Area (CA). The previous objectives are achieved using different controls
in the information system. According to [9], those different types of controls to get
the objectives of security can be classified as:

– Management. Security controls that can be characterized as managerial. In gen-
eral, they focus on the management of the computer security program and the
management of the risk within the organization.

– Operational. Security controls implemented and executed by people (as op-
posed to systems).

– Technical. Security controls that the computer system executes.
3. Temporal Dimension (TD). From the point of view of the risks management, the

used controls can be applied in different instants:
– Preventive. Designed to lower the amount and impact of threat.
– Detective. Used to detect threat once it has occurred.
– Corrective. Implemented to help mitigate the impact of a loss event.
– Recovery. They allow the recovery of the system to the state previous to the

attack.
4. Intended Audience (IA). The security metrics are the fundamental mission to in-

form on the different aspects of security. [7] classifies a metric depending on the
following intended audience:

– Technical. Technical personnel of the company or institution.
– Decision Makers. Different people responsible for the company.
– External Authorities. Any external entity to the company that should inform on

the situation of the security of the company.
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2.2 Metrics features

The information of the previous paragraph can be even more valuable to the stake-
holders if it comes accompanied by additional information on the metrics themselves,
which may help discriminate between metrics with the same functionality and purpose.
Based on the proposal of [10], we will distinguish six features for a given metric. The
first group identifies three of the basic (intrinsic) properties of any metric. The three
remaining features determine whether the metric has been validated or not, the kind of
validation used (theoretical or empirical), and whether the metric has a tool that auto-
mates its measurement process or not.

1. Objectivity/Subjectivity (O/S). A metric is objective if its values are calculated by
an algorithm or a mathematical formula. On the contrary, a metric is subjective if
its measurements are (totally or partially) provided by a human being. In case of
subjective metrics, it is very important to record the person or expert that performs
the evaluation and provides the values.

2. Direct/Indirect (D/I). According to ISO 9126, a direct measure is a measure of an
attribute that does not depend upon a measure of any other attribute. An indirect
measure is a measure of an attribute that is derived from measures of one or more
other attributes.

3. Run-time/Static (R/S). This characteristic classifies a metric depending on the mo-
ment in which it can be measured. Run-time metrics can only be measured during
system operation, acting on instances of the component or system being evaluated.
Static measures can be evaluated based on the component properties only. Exam-
ples of run-time measured metrics are percentage of used media sanitized before
reuse or disposal and number of intrusion attempts reported. Static measured met-
rics include percentage of systems that have a contingency plan or percentage of
laptops with encryption capability for sensitive files.

4. Theoretical Validation (TV). The main goal of theoretical validation is to prove that
a metric actually measures what it is supposed to measure [11]. Theoretical valida-
tion can also help us know when and how to apply the metric. This feature indicates
whether the metric has been theoretically validated or not, and how. Even though
several methods and principles have been proposed for metric theoretical valida-
tion (mainly in the context of software engineering), there is no widely accepted
proposal yet. The two major approaches currently proposed are the following:

– Measurement-theory based approaches such as those proposed by [12], [13],
and [14].

– Property-based approaches (also called axiomatic approaches), such as those
proposed by [15] and [16, 17].

5. Empirical Validation (EV). Empirical validation tries to demonstrate with real ev-
idence that the metrics meet their objective, and that they are useful in practice.
There are three major types of empirical research strategy:

– Experiments. Experiments are formal, rigorous and controlled investigations.
They are launched when we want control over the situation and want to ma-
nipulate behavior directly, precisely and systematically. Hence, the objective
is to manipulate one or more variables and control all other variables at fixed
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levels. An experiment can be carried out in an off-line situation, for example
in a laboratory under controlled conditions, where the events are organized to
simulate their appearance in the real world. Experiments may alternatively be
carried out on-line, which means that the research is executed in the field under
normal conditions [18, 19].

– Case Studies. A case study is an observational study, i.e., it is carried out by the
observation of an on-going project or activity. The case study is normally aimed
at tracking a specific attribute or establishing relationships between different
attributes. The level of control is lower in a case study than in an experiment
[20].

– Surveys. A survey is often an investigation performed in retrospect, when, for
example, a tool or technique has been in use for a while. The primary means
of gathering qualitative or quantitative data are interviews or questionnaires.
These are completed by taking samples which are representative of the pop-
ulation to be studied. The results from the survey are then analyzed to derive
descriptive or explanatory conclusions. Surveys provide no control over the ex-
ecution or the measurement, though it is possible to compare them to similar
ones [21].

6. Automation (A). This feature indicates whether the metric has specific tool sup-
port or not. Not only methodological, but also technological support is definitely
required for the effective use of metrics in industrial settings [22].

3 ANALYSIS OF EXISTING SECURITY METRICS

As mentioned in the introduction, we are currently witnessing a proliferation of met-
rics for security. For the present study, we surveyed the existing literature on these
topics, looking for metrics that could provide interesting information for description,
comparison or prediction of any aspect related to the security of an information sys-
tem. Interestingly, we had to discard some of the metrics because they didn’t have a
sufficient description to be able to determine the values of those characteristics used
to classify these metrics. Examples of these metrics include those used as examples
in those articles that describe methodologies for the construction of these metrics. We
also discarded repeated metrics, i.e., those metrics proposed by more than one author.
We included one instance of such metrics only. Finally, 57 metrics from 85 different
proposals were selected, which are listed in the Appendix of this paper.

Regarding the specific classification approaches to security, the results have been
the following:

– Security Objective: 74% of the metrics were general, while 9% of the metrics were
to do with availability and authentication.
7% were confidentiality metrics and only one was specific to the integrity.

– Control Area: 44% of the metrics were operational, 30% were relative of technical,
and the rest were management.

– Temporal Dimension: 84% of the metrics were preventive metrics, 9% were detec-
tive metrics, and 2% were corrective metrics and recovery metrics respectively.
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– Intended Audience: 44% of the metrics were for decision makers, 39% were for
technical people and the rest for external authorities.

After evaluating the features of the metrics, the following list shows a summary of
the results obtained.

– Objectivity or Subjectivity: 96% of the metrics were objective, the rest subjective.
– Direct or Indirect: 61% of the metrics were indirect, the rest were direct.
– Static or Run-time: 63% of the metrics were static metrics, the rest were run-time.
– Theoretical validation: None of the surveyed metrics had been theoretically vali-

dated.
– Empirical validation: Only one of the metrics had been empirically validated- even

worse, and none of the rest of the proposals mentioned empirical validation as
something they were planning to achieve as part of their future work.

– Automation: Only one of the metrics had some kind of supporting tool.

These results provide a global picture the profile of the surveyed metrics:

– As expected, most of the metrics defined are general metrics and this type of metric
only measures general actions relative to the security and in an indirect way they
have the preservation of the confidentiality, integrity and availability as objectives.

– Most of the metrics are of a preventive character showing the importance granted
to avoidance of problems of security.

– Regarding the area of the used controls and intended audience they have there exists
a reasonable balance indicating that the metric proposals form correct aspects.

– Most of the metrics are objective. This is good, since this kind of metrics are more
reliable and easier to automate.

– Most of the metrics are direct metrics. Although these metrics are very important,
they are only a first step towards the final goal of satisfying the information needs
of a user. Hence, indirect metrics, which usually provide more information than
direct metrics, and indicators based on them should also be defined

– The lack of validation and automation of the metrics is common to all the disci-
plines in which the application of metrics is still immature, and clearly shows an
area of research that needs to be addressed in order to be able to rely on real engi-
neering methods and tools.

4 CONCLUSIONS AND FUTURE WORK

In this paper we have presented the results of a survey we have conducted on the most
representative existing security metrics.

The results obtained show the distribution of the metrics and, more importantly, the
areas with lack of metrics which therefore require the definition of new metrics, specific
for these areas.

There are several possible extensions to our work. In the first place, we need to con-
tinue classifying forthcoming metrics, in order to confirm and validate the conclusions
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extracted from this first classification, and to further analyze the tendencies in the time
for the proposition of new metrics.

We also want to start analyzing the relative importance among those metrics for the
attainment of the objectives of security. In this way, additional approaches will be used
to prioritize the use of metrics. We also want to analyze the difficulty in the obtaining of
the metric ones or in their use to guide in the modification of those metrics to be more
useful.

The characterization of security metrics proposed is not complete because some
metrics are the same values for all features. A future work is to refine this characteriza-
tion so that each metric is different in the classification.

Finally, indicators should be defined in function of the size of the organization and
sector (for example, public sector and private sector) because it is not realistic to have
a good group of metrics which are useful for all the organizations.
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APPENDIX

This appendix presents, in tabular form, the metrics that we have surveyed for our anal-
ysis, and the dimensions and features assigned to each of them.

Metric information is displayed in columns. Column one is a sequence counter (1
to 57). Column two show the metric name and description, together with the reference
to the article in which the metric was originally defined. Columns three to six show the
dimensions assigned to the metric. Finally, columns seven to twelve display the values
assigned to the metric features.

The values assigned to the cells of the columns three at six they have the following
meaning:

– Column SO (Security Objective): C (Confidentiality), I (Integrity), A (Availability),
AU (Authentication) and G (General).

– Column CA (Control Area): M (Management), O (Operational) and T (Technical).
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– Column TD (Temporal Dimension): P (Preventive), D (Detective), C (Corrective)
and R (Recovery).

– Column IA (Intended Audience): T (Technical Experts), D (Decision makers) and
E (External authorities).

The values assigned to the cells in the last two columns (Empirical validation and
Automation) require some special explanations:

– Column ”EV” shows whether the metric has gone through any kind of empirical
validation. Cells in this column may be either empty, or have the following values:
”1E” (validated by one experiment); or ”FW” (mentioned as future work by the
metric authors).

– Column ”A” shows the kind of automated support for the metric. Cells of this
column may be either empty, or have the value ”CT”, indicating that there is a tool
that supports the metric. A description of such tool can be found in the paper cited
for the metric.
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Abstract. This paper describes an experimental study of the security in the 
management or monitoring of information from a host or teams of networks 
through the protocol SNMP in version 3, that is characterized in regards to se-
curity authentication and access control. There is also developed an Manage-
ment Information Base (MIB) in ASNI language which will be read and written 
using the SNMPv3 protocol in which is observed the authentication based on 
the user. Finally some configurations are illustrated and results obtained from 
the study. 

1   Introduction 

The proliferation of the data networks in the last decades, LANs as well as WANs, 
and the relationship between them makes the aspects relative to their control and 
management taken into account more and more each time, converting themselves into 
something to which all those responsible for the networks have to pay great attention.   

Given that the natural tendency of any network is to grow, there are added new 
applications and users make use of the network, the management systems used need 
to be sufficiently flexible to be able to support the new elements that have been added 
without the necessity of making drastic changes in the network. 

SNMP (Simple Network Management Protocol), in its different versions, is a 
group of network management applications that use the services offered by TCP/IP 
and that have become a standard. At the root of interests shown by the IAB (Internet 
Activities Board) is the finding of a management protocol that was valid for the net-
work of the internet, with its necessities due to its large dimensions.   

The SNMP protocol defines an interchange of network management information 
where in the most basic form exists a system manager and an agent through databases 
of information. This simplicity allowed deficiencies to be seen such as:  problems in 
the transfer of large quantities of information, little or no security, as well as the weak 
mechanisms of authentication and privacy.   

The capacities of SNMP for the basic management of the network are good. In 
1993 SNMPv2 was introduced, which was revised in 1996. SNMPv2 was oriented to 
correct the capacities of transmission of large quantities of information, nevertheless 



this version continued without offering any solution in respect to security and pri-
vacy.  Specifically, neither SNMPv1, nor SNMPv2 can authenticate the source of the 
management message, much less provide encryption for that message. In a manage-
ment network where authentication does not exist or is not possible there are possi-
bilities that unauthorized users could easily execute management functions or even 
worse spy information when it is past from an agent to system manager. Due to this, 
many implementations in SNMPv1/SNMPv2 are limited in their capacity to only 
reading, which as a consequence, reduces the utilities of control and monitoring of 
the network. 

To correct this type of deficiencies, which are of such great importance due to the 
evolution of the internet in the market, a work group was formed to generate a series 
of standards that were proposed in RFCs 2271-2275 and whose result is SNMPv3 [1].  
In these documents the specifications are defined for security and access control of 
the networks managed with SNMP, and include the functionalities of versions 
SNMPv1 and SNMPv2 respectively. 

2   Fundamentals of SNMP 

The fundamental to understand SNMP is to take into account three essential concepts 
that have the function of interchanging information. In figure 1 the components of a 
network management system are illustrated, which are a manager and an agent.  

Fig. 1: Network Management System with SNMP. 

In whatever configuration at least one management node has a software that supports 
SNMP. The management station generally provides an interface to the administrator 
of the network to control and observe the management processes in the network.  
This interface permits the user to execute commands (for example deactivate a link, 
read the IP address of one node and others) and provide general information of the 
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system.  The main point of the network management system is a group of applications 
that join the necessities in order to execute the functions. As a minimum a system will 
include basic applications to develop monitoring functions, configuration control and 
administration of the user accounts. More sophisticated systems may include more 
elaborate applications for these categories with more possibilities for the correction of 
errors. 

On the other hand, the network devices when managed, including servers, work-
stations, personal computers, routers, etc. are equipped with a module that includes a 
software agent. The agent is responsible: 

• To collect and maintain information about the local environment. 
• To provide information to the user of the network, either in the form of an an-

swer to a requirement or as an advisory message that abnormal something is 
happening. 

• To respond to the commands executed by the user to change or alter the opera-
tion parameters or local configuration. 

To execute these functions each agent maintains an MIB that contains all of the in-
formation (recent as well as historical) about its local configuration and the traffic 
that it manages. The management station will maintain a global MIB with the summa-
rized information from all the agents.  

It is important to high-light that all management applications generally share a 
common protocol in the entire network. This protocol provides the fundamental func-
tions to request information and execute commands to the agents. This protocol, in 
our case SNMP, makes use of communication tools such as TCP/IP. 

Specifically versions SNMPv1 and SNMPv2 consist of a group of documents that 
define a network management protocol, a general structure MIB and a specific mem-
ber of MIB structured data for management purposes. In essence protocol provides 
four functions:   

Get   Used by the manager to execute a requirement from an agent to an MIB. 
Set  Used by the manager to change some value in an MIB from an agent. 
Trap Used by an agent to send an alert message to the manager. 
Inform  Used by the manager to send an alert message to another manager. 

3   SNMPv3 

To correct the security deficiency that SNMPv1 and SNMPv2 have presented until 
now, a series of recommendations were written [2]. These recommendations are ori-
ented to define an architecture and new capacities. SNMPv3 is a interoperable net-
work management protocol, that provides access security to the devices by way of a 
combination of authentication and encryption of packages that travel by the network. 
The security capacities that SNMPv3 provides are:   

Message Integrity Assures that the package is not violated during transmission. 
Authentication Determines that the message comes from a valid source. 
Encryption Encrypts the contents of a package as a form of prevention. 
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3.1 Architecture 

SNMPv3 [3] provides models as well as levels of security. A model of security is a 
strategy of authentication that is configured for the users and groups in which those 
reside.  The levels of security refer to the level permitted to a user inside of a model 
of security. The combination of the two will determine which security mechanism 
will be used when an SNMP package is handled.  SNMPv3 includes three services: 
authentication, privacy and access control. To provide these services in a sufficient 
form, SNMPv3 introduces a new concept called Main, the which is no more than an 
entity in the which the greater part of the services are proportioned or processed. A 
Main may act in an individual form or in a particular role, as an application or a 
group of applications or even as a combination of all of them. Essentially a Main 
operates from a management station and sends SNMP commands to the agents. The 
identity of the Main and that of the agent together determine the security capacity that 
will be invoked, including authentication, privacy and access control.   

It is possible to define SNMPv3 in a modular form.  Each SNMP entity includes a 
simple SNMP Engine. An SNMP Engine implements functions to send/receive, au-
thenticate and encrypt/decrypt messages, in addition to controlling access to the han-
dled objects. These functions are proportioned as services for one or more applica-
tions that are configured with the SNMP Engine to thus form the SNMP Entity as 
illustrated in the figure 2. 

Fig. 2. Management Architecture of SNMPv3. 

The modular architecture that is presented provides some advantages listed as fol-
lows: 

• The role of the SNMP Entity is determined by modules that are implemented 
in that entity. 

• The modular structure of the specifications allows the definition of different 
versions of each module, which makes it possible for them to take certain ca-
pacities and aspects of SNMP without the necessity of going to a new version 
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and taking the complete standard, in this way the co-existence of various ver-
sions are maintained. 

3.2   Elements of a SNMP Entity 

They are the following: 

SNMP ENGINE: 

Dispatcher. Permits the concurrence of multiple versions of SNMP messages in the 
SNMP Engine. It is responsible for: 

• Accepting the PDUs (Protocol Data Units) from the applications so that later 
they are transmitted through the network, and sending the incoming PDUs to 
the applications. 

• Passing the PDUs that leave to the Message Processing Subsystem so that they 
are prepared, and passing the incoming PDUs to the same subsystem so that 
they are extracted.   

• Sending and receiving SNMP messages inside the network.  

Message Processing Subsystem. Responsible for preparing messages to send and to 
extract the data of the received information. 

Security Subsystem. Provides the services of authentication and privacy of the mes-
sage. This subsystem potentially contains several security models. 

Access Control Subsystem. Provides a set of services of authorization that an applica-
tion can use for the control of access of the messages. 

SNMP APPLICATION: 

Command Generator. Starts the PDUs SNMP Get, GetNext, GetBulk or Set Request 
and processes the answer to a request that has been generated. 

Command Responder. Receives the PDUs SNMP Get, GetNext, GetBulk or Set Re-
quest directed to the local system and later bring about the operation of the appropri-
ate protocols using access control, and generates an answer message to be sent to the 
station that made the request. 

Notification Originator. Monitors a system for a condition or a particular event and 
generates a Trap or an Inform message based on the condition or event. A notification 
originator should have a mechanism to determine where to send the message and 
which SNMP version and security parameters to use when the message is sent. 

Notification Receptor. Waits for the notification messages and generates answers 
when a received message contains an Inform PDU. 

Proxy Forwarder. Advances the SNMP messages. It is an optional application.   
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3.3   Message Processing 

The model for message processing for SNMPv3 is generally defined in [3]. This 
model is responsible for accepting the PDUs from the dispatcher, encapsulates the 
messages and applies the USM (The User Security Model)  [5] to insert the related 
parameters with the security in the heading of the message. The message processing 
model also takes charge of accepting incoming messages applying the USM to proc-
ess the security parameters that are found in the heading of the message and sends the 
PDU to the dispatcher.   

The structure of the message is illustrated in figure 4. The first five fields are gen-
erated by the incoming/outgoing message processing model. The following six fields 
show the security parameters used by the USM. Finally the PDU together with the 
ContextEngineID and ContextName constitute the PDU to be processed. The first 
five fields are the following: 

msgVersion:  Configured for SNMPv3. 

msgID: An identifier used among the SNMP entities to coordinate request and answer 
messages.  Its range is from 0 to 231 – 1.   

MsgMaxSize.  Refers to the maximum of a message in octets supported by the sender 
with a range of 484 to 231– 1.  This is the maximum size that a entity that sends can 
accept from another SNMP Engine. 

MsgFlag. An array of octets that contains three flags in the three less significant bits. 

• ReportableFlag: 1 is used for sent messages containing a request or an Inform 
and 0 is used for messages containing an answer Trap or Report PDU. 

• PriorFlag and AuthFlag: Are configured by the sender to indicate the level of 
security applied to the message. 

MsgSecurityModel. Is an identifier in the range of  231 – 1 that indicate the security 
model used by the sender, so that the receiver has the knowledge which security 
model he should use to process the message there exist reserved values: 1 for 
SNMPv1, 2 for SNMPv2, 3 for SNMPv3. 

The six following fields related with the security parameters and generated by the 
USM include: 

MsgAuthoritativeEngineID.  Refers to the value of the source of a Trap, Response or 
Report and to the destination of a Get, GetNext, GetBulk, Set or Inform. 

MsgAuthoritativeEngineTime.  Is an whole value in the range of 231 – 1 that repre-
sents the number of seconds from when the snmpEngineBoots of the SNMP Engine 
was incremented. 

MsgUserName.  The principle user from which the message has been sent. 

MsgAuthenticationParameters.  Authentication Parameter.  If the authentication is 
not used,  this value is null.  This parameters generated using an algorithm called 
HMAC. 
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MsgPrivacyParameters. Privacy Parameter.  If the privacy is not used this value is 
null. This parameter is generated using an algorithm called DES.  

 

Fig. 3. Message Structure SNMP. 

3.4    The Key for Authentication 

The authentication mechanism in SNMPv3 assures that the message received was in 
reality transmitted by the principle entity source that appears in the identifying header 
of the message.  In addition, this mechanism assures that the message was not altered 
during transmission and that it was not in some way delayed or captured and later 
resent by another source. 

In the authentication process each principle and remote SNMP Engine that desires 
to communicate should share a secret authentication key. The entity that sends pro-
vides authentication including in the message a code. This code is a contained func-
tion of the message, of the SNMP Engine and of the principle about time of transmis-
sion and the secret key that should only be known by the sender and the receiver. The 
secret key should be configured initially by the administrator or user of the network, 
who will carry these  keys in the data bases of the agents and the users. This can be 
done manually or using a secure form of data transmission.   

When the receiving entity receives the message, it uses the same secret key to cal-
culate the authentication code of the message. If the calculated code in the receiving 
side coincides with the value included with the sent message, then the receiver will 
know that the message originated from a authorized user and the message was not 
altered during transmission. 
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3.5 VACM (View-Based Access Control Model) 

The Access Control Model makes possible the configuration of the agents to provide 
different access levels to the MIB and the different managers. An agent can restrict 
the access of its MIBs to one manager in particular in two ways:  It can restrict the 
access to only certain parts of the MIB. The agent can limit the operation that a man-
ager can use in certain portions of the MIB. The access control that is to be used by 
an agent for each manager should be pre-configured. It essentially consists of a table 
that details the access privileges of various authorized managers.  The authentication 
differs in that it is done by the user, the access control is done by a group, where a 
group can be composed of a series of users. In figure 4 the logic of the functioning of 
this method of access control is illustrated 

4   Implementation of the MIB Module for SNMPv3 

The MIB development is done following the structure of the standard SMI [7] in one 
of the private nodes inside the intermediate node (internet) in figure 5 the structure of 
the nodes that represent the MIB created with its respective whole objects is illus-
trated [8]. The code written in the language ASN.1, contains the tree structure of the 
definition of the MIB. The final nodes indicate the whole objects that will be read or 
written.  These will be accessed by the user of users configured in the agent that sup-
ports the protocol SNMPv3. 

5   Conclusions 

Now a days, the same as many other protocols used in internet, SNMP was found 
with the problems of security and privacy.  For the which the SNMPv3 has the capac-
ity of authentication, privacy, and access control of the information. Giving great 
confidence to the users of the market. As a change from the anterior versions, it is 
characterized by the level of security that is presented based in the user.  It is for this 
that it has the necessity to create a user with its own respective key.   

All of this was done in free distribution software such as Linux, using the SNMP 
package the which contains management tools, configuration files among others, 
being fundamental in the development of the MIB module. 
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Fig. 4.  Logic of the Functioning of Access Control. 
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Fig. 5.  Structure of the MIB Tree. 
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