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ABSTRACT

Web applications form a critical component of cyber secu-
rity systems as they act as a gateway for many institutions.
Vulnerabilities in web applications allow malicious actors
to access and/or modify restricted data. Here the hack-
ers have the opportunity to perform reconnaissance so as
to gain knowledge about the web application layout before
launching an attack, whereas the defender (administrator
of the web application) must secure the application even
with its potential vulnerabilities. In order to mask such
vulnerabilities which are primarily associated with different
individual configurations, Moving Target Defense systems
were proposed wherein the defender switches between vari-
ous configurations thereby making it difficult to attack with
success, while maintaining a seamless experience for the gen-
uine users. However, the design of good quality switching
strategies is still an open problem which is crucial for the ef-
fectiveness of the Moving Target Defense approach. In this
paper, we present a way to find effective switching strate-
gies by modeling this ecosystem as a Bayesian Stackelberg
game with the administrator as the leader and the hackers
as the followers, which as we show succinctly captures vari-
ous aspects of the Moving Target Defense systems. Further-
more, we show how to determine which vulnerability areas
should be addressed first once the system is deployed and
which attacker type uncertainties should be calibrated with
high precision, for increasing the security of the web appli-
cation. We present experimental results on a representative
web application system demonstrating the utility of switch-
ing strategies obtained using the proposed method, and we
discuss various future directions that are unique to the web
application domain.
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1. INTRODUCTION

A shorter version of this paper appears in: Proceedings
of the 15th International Conference on Autonomous Agents
and Multiagent Systems (AAMAS 2016), May 9-13, 2016,
Singapore.

Web applications are the most widely used means for busi-
nesses to provide services over the Internet. Often times,
sensitive business and user data is managed and processed
by these applications. Consequently, vulnerabilities in web
applications pose risks to the security and privacy of both
businesses and users. For instance, the JP Morgan Chase
breach in 2014 affected 76 million US households [44], where
Bloomberg reported that the hackers exploited an overlooked
flaw in one of the websites of the bank [41]. Therefore,
web application security is of paramount importance to both
businesses and consumers alike.

Several techniques and tools based on static analysis (white-
box) and dynamic analysis (black-box) have been proposed
to discover the vulnerabilities in web applications |1} |14} 20,
9,10, so that the vulnerabilities can be removed before the
attackers discover and exploit them. However such efforts
are not enough due to the increasing complexity of modern
web applications and the limited development and deploy-
ment time [52|, whereas the attackers can perform recon-
naissance and attack. To address these challenges, a Mov-
ing Target Defense (MTD) based approach was proposed
in [47] to secure web applications, which complements the
aforementioned vulnerability analysis techniques through a
defense-in-depth mechanism.

The MTD based approach dynamically configures and
shifts systems over time, at different layers of the web ap-
plication stack, to increase the uncertainty and complexity
for the attackers to perform probing and attacking [8, |54],
while ensuring that the system is available for legitimate
users. Here, the window of attack opportunities decreases
and the cost of an attack increases. Further, even if an at-
tacker succeeds in finding a vulnerability at one point, it
may not be effective at other times because of the moving
defense system, thus making the web application more re-
silient. In [47], various aspects that can support Moving
Target Defense approach are presented such as, using multi-
ple implementation languages, multiple database instances
with synchronization, etc. in different layers of web applica-
tion architecture, along with ways to switch between them.
However, the design of good quality switching strategies is
left as an open problem—which is key to effectively leverage
various move options—thereby maximizing the complexity
for the attacker and minimizing the damage for the defender.

In this paper, we focus on the design of effective policies



for movement in the Moving Target Defense system that
maximize the resilience of the web application, given the set
of components and configurations of the system which can
be “moved around.” We observe that many of the features of
this problem can be captured effectively by modeling it as a
Bayesian Stackelberg game. Note that, similar to a Stackel-
berg game where the leader acts first and the follower(s) can
observe and act accordingly, here the web application sys-
tem is deployed first with an MTD policy and the attacker(s)
can perform reconnaissance and attack. Furthermore, there
is often uncertainty about the type of attacker(s) who can
attack the system, which can be effectively captured by mod-
eling it as a Bayesian game where each of the agents in the
game could be of multiple types with respective probabili-
ties. Accordingly, we model the overall problem of Moving
Target Defense as a Bayesian Stackelberg game and solve
it to obtain effective movement policies, which is the pri-
mary contribution of this paper. In addition, we propose
techniques to find most critical vulnerabilities and most sen-
sitive attacker types, which help in improving the security
of web application systems. To the best of our knowledge,
this is the first work that maps Moving Target Defense as a
Bayesian Stackelberg game.

The problem of finding an optimal policy for the leader to
commit to in a Bayesian Stackelberg game is known to be
NP-hard [6]. In this paper, as a demonstration, we use the
Decomposed Optimal Bayesian Stackelberg Solver (DOBSS)
method [35] to find an optimal movement policy for the de-
fender which is shown to be superior to the methods based
on Harsanyi transformation [16] and the ones that invoke
multiple linear programs [6]. One could adopt any of the
existing algorithms of their choice for solving BSGs.

2. RELATED WORK

Moving target defense systems are gaining attention in
cyber security for their ability to increase the complexity
for the attackers and therefore be more resilient. In 48],
it is shown through tool-based (CORE, Nmap) and man-
ual penetration tests that platform diversity and rotation
improves the security, and that the likelihood of a success-
ful attack decreases proportionally with the time between
rotations. In [53], a model for adaptive attacker strategy
based on genetic algorithms against Moving Target Defense
systems is presented and evaluated over a defender with di-
verse strategies. Game theoretic approaches have been used
in attack surface shifting in [31] where stochastic extensive
form games are used to model the scenario. In [19], the
moving target defense approach is evaluated by modeling
it as a game called PLADD which they created based on
Fliplt [49], where players compete to control a shared re-
source. However, the above techniques have not considered
the reconnaissance aspect of the attackers which is central in
case of applications like that of the web application security
(In [33], it was observed that reconnaissance is an impor-
tant attack phase for dynamic networks), demanding for a
leader-follower approach for optimizing the rewards. In [4],
a game theoretic leader-follower type approach is presented
for dynamic platform defenses where the strategies are cho-
sen so that they are diverse, based on statistical analysis,
rather than uniformly distributed, and it was shown that
such strategies outperform simple randomization strategies.
However, they do not consider the uncertainty in the at-
tacker model which is another important aspect for web ap-

plications. Both the uncertainty and the reconnaissance as-
pects can be handled via Bayesian Stackelberg games which
we believe are more appropriate for modeling the web ap-
plications domain.

In |13], models to evaluate the effectiveness of diversity
based moving target techniques are presented. They mea-
sure the impact of various attacks such as circumvention,
brute force, etc. via probability of success of an attack.
In [34], a quantitative evaluation of dynamic platform tech-
niques is presented where their observations include— threat
models being a crucial factor in the level of protection that
can be provided by a particular defense technique. In [40],
the authors perform an empirical game theoretic analysis of
moving target defense systems by modeling the objectives,
attack costs and the ability of the defender to detect the at-
tack actions, and find that the defender tends to proactively
move when the ability to detect is hampered. Methods for
strategically placing honey pots for network security are ex-
plored in [23] using normal form games with mixed strate-
gies 32|, stackelberg games [6], and deception games [46].
An overview of the security games which could be used in
cyber security is presented in [45].

Over the years, several applications have been mapped to
Bayesian Stackelberg games, such as, patrolling in ports [42],
airports 39} 36] and transit systems [30], robotic patrolling [3],
malicious packet detection in computer networks [50|, and so
on. Many algorithms have been proposed to efficiently solve
the problems of Stackelberg security games based on multi-
ple linear programs, MIQP, MILP, and branch-and-price [6,
17, 122, 135]. A technique based on hierarchical decomposi-
tion and branch-and-bound was proposed in [18] along with
faster approximate versions, which was shown to be supe-
rior to the above methods. Variations of the security games
involving uncertainty in reward values and uncertainty in
different types of attackers have also been pursued [24] 28,
37).

3. WEB APPLICATION DOMAIN AND
MOVING TARGET DEFENSE

Before presenting the cyber security problem with web
applications, we first present a brief overview of the web
application domain and its functionality which is useful for
understanding the challenges involved and solution strate-
gies. Figure[I]shows a distributed web application structure
with components belonging to the server-side and the client-
side [47].

The server-side typically includes the following layers from
top to bottom:

e The logic layer which implements the application busi-
ness logic using high-level programming languages such
as Java, PHP, or Python.

e The web server layer which receives HTTP requests from
clients, parses them, and passes the request to the ap-
propriate server-side program. Examples of web servers
include Apache web server, Windows IIS, and Nginx.

e The data storage layer that stores the web application
state and user data. Examples of data storage systems are
SQL databases such as MySQL, PostgreSQL, and MSSQL.

e The operating system layer that provides the runtime en-
vironment for the web server layer and database storage
layer.

e The infrastructure layer that runs the operating systems.
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Figure 1: A modern web application structure and its components.

This may be either a physical machine or a virtualization

platform that manages multiple virtual machines.

The communication channels between the client and the
server are typically based on the HTTP protocol and its
derivatives such as HTTPS, SPDY, and HTTP/2.

The client-side is responsible for converting the HTTP
responses from the server into actionable graphical interface
for the user, and has the following layers:

e The logic layer or presentation layer which is written using
HTML, CSS, and JavaScript, the latter of which provides
a way for the server to execute application logic on the
client.

e The browser which retrieves the presentation layer code
from the server, interprets it, and presents it as a graphical
user interface to the user.

e The storage layer which is used by the presentation layer
to store data. Examples include cookies, localStorage,
IndexedDB, and File APIs.

e The operating system which the browser runs on.

If any layer in Figure [I] is compromised, all the layers
above it become untrustworthy. For instance, if the oper-
ating system layer on the server-side is compromised, then
the data storage, web server, and server-side logic are all
compromised. Further, since the presentation layer (on the
client side) is created by the server and is sent across the
communication channel, a compromise of the server or the
communication channel compromises the presentation layer.

Adversaries can attack a chosen layer in Figure [I] through
its interfaces from layers above. For instance, in a drive-
by download attack on the client browser layer [7], an at-
tacker uses JavaScript in the presentation layer to coerce the
browser and its extensions to download additional malware
that controls the victims’ computers. In this case, the at-
tacker uses the presentation layer to exploit a vulnerability
in the browser layer that leads to arbitrary code execution
in the browser address space. Such injected arbitrary code
can in turn exploit a vulnerability in the client operating
system to escalate its privilege and further infect the client
machine. Furthermore, the malicious JavaScript code might
be delivered by an attacker exploiting a vulnerability in the
server-side logic layer, using a reflected or stored cross-site
scripting (XSS) vulnerability.

In this scenario, Moving Target Defense (MTD) was pro-
posed to make the web application structure more resilient
to attacks [47]. The basic idea of moving target defense is
to periodically shift and change system configurations over

time to increase complexity and cost for the attackers. MTD
does not remove vulnerabilities directly but limits the ex-
posure of vulnerabilities, so that the opportunities for the
attacks can be decreased. The effectiveness of an MTD ap-
proach depends on how many components can be moved
and how they are moved. Instruction set randomization |21}
2] to disrupt binary code injection attacks is an instance of
MTD. An MTD can be either static (movement happens
only at/before the launch of a program) or dynamic (move-
ment may be allowed while the program is live), the latter
being more flexible but more difficult to implement.

For movement in layers specific to web applications, i.e.,
the logic layer, the storage layer, the presentation layer and
the browser, the following methods were proposed [47]: In
the logic layer, implementation languages of web applica-
tions can be switched using translators, which can improve
resilience w.r.t. language specific and framework specific
vulnerabilities. In the storage layer, running and synchro-
nizing multiple database instances having different imple-
mentations can be helpful. In the presentation layer, adding
tags to HTML fields to hide real values and introducing
randomness into JavaScript code by mutating tokens can
increase complexity for the attackers. In the browser, mov-
ing and changing rendering engines, JavaScript interpreters,
and XML parsers can improve the resilience. For movement
in other layers, such as the operating system layer and the
infrastructure layer, the relevant techniques can be found
in [51} 5} |29]. A movement can happen from any valid com-
bination of configurations in various layers to any other valid
combination, where a combination of configurations is valid
if the functionality of the system for the regular users of the
application is not affected.

Now that we know what movements are possible, in the
following, we will present how optimal strategies for move-
ment can be obtained.

4. MAPPING OF MOVING TARGET DEFENSE

AS BAYESIAN STACKELBERG GAME

Now we present the methodology for obtaining optimal
strategies for movement in the MTD framework. We ob-
serve that the scenario of the defender (administrator of the
web application) and the attacker is very similar to that of
the leader and the follower in Bayesian Stackelberg Games.
In both the cases, the defender chooses a certain strategy
which can observed by the attacker before making an at-



Table 1: A Stackelberg game with leader as the row
player and follower as the column player. Values at
each position indicate the rewards for the leader and
the follower respectively.

F, | Is
L. | 2,0 | 4,2
L. | 01]50

tack. Therefore the defender must find and follow such a
strategy which results in minimal damage assuming that the
attackers know that strategy.

4.1 Bayesian Stackelberg Games

Before presenting the exact mapping details of Moving
Target Defense as Bayesian Stackelberg game (BSG), we
briefly describe BSGs. A Stackelberg game consists of a
leader who commits to a strategy first, and then a follower
adopts a strategy which maximizes its own reward based
on the leader’s strategy. Here the leader has an advantage
because she gets to make the first move (choose a strategy
and commit), which is illustrated with a simple game as
shown in Table[I] In this game consisting of one leader and
one follower, leader is the row player with strategies L1 & Lo
available to it, and follower is the column player with strate-
gies F1 & F2 available to it. Note that, the leader can choose
L1 to commit to since it is the one that makes the first move,
and then the follower will be forced to choose Fa to commit
to, resulting in 4 reward points for the leader. Further, if the
leader commits to a uniform mixed strategy (6} [36] of choos-
ing L1 and L2 with 0.5 probability each, then the follower
would choose F3 to maximize its rewards and the payoff for
leader becomes 4.5. In general, mixed strategies are at-least
as good as pure strategies (since all pure strategies are also
part of the mixed strategies) and many a time better.

A Bayesian game contains a set of n agents where each
agent i could be of any of the T; types. For the Bayesian
Stackelberg games in this paper, we assume that there are
two agents, the leader and the follower, where the leader has
a single type (71| = 1, assuming it is the first agent) and
the attacker may have multiple types. Each agent ¢ has a set
of strategies available to it S; and a reward/utility function
R; : T» x S1 X S2 — R. The objective here is to find an opti-
mal mixed strategy for the leader to commit to (one which
maximizes her rewards), given that the follower(s) may know
that strategy when choosing their strategy. This solution
concept is called as Strong Stackelberg Equilibrium |25 [26]
27].

4.2 Mapping of Moving Target Defense

Now we present the details of how the Moving Target
Defense could be mapped as a Bayesian Stackelberg game
to determine an optimal movement policy. The defender in
MTD can be mapped to the leader in BSG, and the attacker-
to the follower. Whereas the defender (web application) is
of a single type, clearly the attacker could be of multiple
types consistent with our formulation of Bayesian Stackel-
berg games above.

Next, we list the strategies available for the leader and the
follower. Note that, the movements of the defender can be
viewed as choosing strategies as follows: Let us assume that
the defender has to choose a move with time period 7 once

the web application is started with a particular configura-
tion. Different moves in Moving Target Defense would lead
to different configurations at different layers (we call each
set of valid configurations as a ‘combination’). So, a move
in MTD from one particular combination to another combi-
nation could be mapped to a strategy in BSG. Further, the
number of moves available to the defender at each point is
the same as the total number of valid combinations (of con-
figurations at different layers) since we observe that the web
application can be switched from any given combination to
any other combination (this may be restricted if needed).

Finally, each of the attack options of the attacker in MTD
could be viewed as a strategy for the follower in BSG. Note
that, the attack options to be considered here can be either
the attacks for which the fixes are not yet deployed in the
web application or estimated models of possible future at-
tacks. Each attacker type in MTD has a set of attack options
which may or may not be overlapping with other attacker
types. These could correspond to different follower types
with different set of strategies available for each of them,
which is allowed by the BSG formulation.

Whether a particular attacker type has access to a given
attack option is dependent on (and hence formulated based
on) the following criteria:

e The difficulty of carrying out the action/attack, for
instance a database vulnerability is easier to find and
exploit in comparison to an arbitrary code execution
resulting in remote code execution exploits.

e The popularity of the target technology, as more popu-
lar implementations of services result in higher chance
of exploits and wider array of available tools.

And, the choice of reward values for the defender and the
attacker are guided by the following considerations:

e The effect of the action/attack on the target website.
For instance, sometimes, exploits that compromise a
web-site’s availability are more severe than an exploit
allowing access to data history, and vice-versa. Note
that, the “effect” here it is dependent on the particular
website as well as the particular attacker type, since
a very complex and clever attack may sometimes only
be able to uncover data which is less critical to the
defender (website). Also, it is also dependent on how
much an attacker can leverage out of the data acquired.
Therefore, the rewards here are based on both the
defender (the criticality of various data/functionality)
and the attacker type (ability to leverage the success
of various attacks).

e Whether the attack leads to detection of the attacker,
which depends on the number of exploits they tar-
get in each attack. For instance, an attack involving
a database injection will have a limited scope of de-
tection in comparison to an attack involving both a
database injection and a remote code execution.

It is worth noting again that the reward values for both at-
tacker and defender are dependent on the scenario (the par-
ticular website and the criticality of the data/functionality
under consideration). For instance, a news aggregate web-
site such as Reddit only stores non-critical data such as
poster user-names, passwords, and post history; as such, the
reward values for attackers executing database attacks will
not be as high compared to remote code execution exploits,
in which attackers will always gain maximum benefit, due to
allowing access to all other components of the website and



Table 2: Rewards in case of an MTD with the defender as the row player and the attacker as the column
player. First entry in each box is the reward value for the defender and the second entry is the reward value

for the attacker.

Al: A MySQL | A2: A PostgreSQL | A3: A Python Remote | A4: A PHP Remote A5: A6: AT: AS: A9: No
Injection Injection Code Execution Code Execution A1&A3 | A2&A3 | A1&A4 | A2&A4 | Attack
“%,ySQL& 2,6 5,8 -10,10 5.2 210,10 | -5,10 26 10,-10 0,0
ython
PostgreSQL& 5,-8 2,6 -10,10 5,-2 5,10 | -10,10 | 10,-10 2,6 0,0
Python
M}};SI%}& -2,6 5,-8 5,-2 -10,10 2,6 10,-10 -10,10 -5,10 0,0
POSt%,rI?S)QL& 5,-8 2,6 5-2 -10,10 10,-10 2,6 5,10 | -10,10 0,0

organization. Consequently, defender reward values would
not be negatively affected as much, in addition to the chance
of being able to detect an attacker.

4.3 Solving Bayesian Stackelberg Games

Given a set of strategies for the leader (whose indices are
in the set L), the follower types (whose indices are in the set
T'), their individual set of strategies (whose indices are in the
set F*, t € T), the reward matrices for the defender and the
follower for each follower type: R’ and C?, the probabilities
of each of the follower types p’ s.t. > p' = 1, an optimal

teT
mixed policy/strategy « for the defender could be found
by solving the following Mixed Integer Quadratic Program
(MIQP) that is based on the Decomposed Optimal Bayesian
Stackelberg Solver (DOBSS) [35]:

MaXzna 9, 2, 2. ptRffxmﬁc s.t.

leLteT fcFt
Z X = 1
leL
> onh=1
fert (1)
0 S (at — Z szxl) S (1 — n’})M
leL
x] € [0.4.1]
n} € {0,1}
a" e€R

where M is a large positive number.

The objective here is to find a mixed strategy @ which
maximizes the reward for the defender considering various
strategies of different types of the follower through n’} The
first and fourth constraints show that x; can take non-negative
real values whose sum should be 1. The second and fifth con-
straints show that the follower can choose one of the pure
strategies to attack. Here only the reward-maximizing pure
strategies for the follower are considered since for a given
fixed mixed strategy « of the leader, each follower type faces
a problem with fixed linear rewards. Therefore, there exists
an optimal strategy for the follower which is pure (note that,
all optimal mixed strategies in this case are just the combi-
nations of different optimal pure strategies). The third and
the sixth constraints capture the maximization of rewards
for the follower types. Note that, the right inequality in the
third constraint is non-existent whenever ntf = 0 and the left
inequality captures the maximization of the reward for the
follower, and when nﬁc = 1, both the left and right inequal-
ities will result in equality which happens with a strategy
that maximizes the reward for the follower.

4.4 A Working Example

Table 3: Different types of the attacker with their
capabilities and the associated probabilities of them
attacking the defender.

Type Name Attack Capabilities | Probability
Database Hacker Al, A2, A9 0.50
Mainstream Hacker A1,A4,A7, A9 0.35
Nation State All 0.05
Script Kiddie A1,A2,A3,A4,A9 0.10

Now, we present an example of the Moving Target Defense
system which is mapped as a Bayesian Stackelberg game.
Table 2l shows the moves and reward values for the defender
and the follower. Here the defender has four moves/strategies
to choose from: Platforms that combine MySQL and Python,
or PostgreSQL and Python, or PostgreSQL and PHP, or
PostgreSQL and PHP. And the attacker types may have ac-
cess to one or more of the nine attacks/strategies. Note that,
the attacks A5-A8 are combinations of the attacks A1-A4.
Further, positions where both the reward values are positive
indicate that although the attacker was successful in their
effort, the effect on the data and service was not substantial
whereas the defender got useful information about the at-
tack. For instance, a scenario can occur where none of the
attackers actions match the configuration of the defender,
therefore no attack will be successful. However, the attacker
will still gain information on the defender’s configuration
that can then be used to build a successful attack. Mean-
while, the defender also benefits by being able to acquire
information on the attacker and by the system availability
being unaffected due to the attack failing to compromise the
data or the system.

Table |3| presents the details of various types of the at-
tacker and the probabilities with which they might attack.
There are four types listed here, namely: database hackers
who excel at infiltrating the back-end storage component of
web-applications that contain sensitive information such as
credit card information, social security numbers, etc; main-
stream hackers who mainly target popular technologies in
order to inflict damage across a larger number of applica-
tions implemented using the same technology; nation state
hackers who are well funded and professionally trained to be
flexible and effective; and script kiddies who, on the other
hand, have limited training and knowledge in carrying out
effective attacks and instead use existing software/scripts to
execute attacks. In general, a nation state hacker is expected
to have a much larger superset of actions compared to that
of the others, and have higher impact (larger reward values).



The formulation and mapping remain the same allowing the
consideration of all such aspects through more detailed and
larger tables.

Note that, here the reward values for the defender and
the attacker corresponding to each type are constant based
purely on the strategies chosen by them. That is, the reward
matrices corresponding to different types of the follower are
simply selections of appropriate columns for each of the rows
in Table @ As discussed before, this need not be the case
in general, and the rewards corresponding to a given attack
can vary depending on the attacker type.

S. CRITICALITY AND SENSITIVITY ANAL-
YSIS USING THE BSG MAPPING

In this section, we show how the proposed mapping from
web application moving target defense to Bayesian Stackel-
berg games and the resulting strategies can be analyzed to
further increase the overall security. First, we consider the
problem of finding most critical vulnerabilities in the web
application, which is a much needed feature for defenders,
since they usually have to put their limited time and energy
to harden the weakest link in their system once the system
is deployed (or even before the system is deployed). Second,
we aim to find most sensitive attacker types in the sense that
a change in their probability will influence the optimal re-
ward for defenders the most, which helps in knowing which
probabilities are to be estimated with as high precision as
possible.

5.1 Finding Most Critical Vulnerabilities

Once the defender makes the web application system with
MTD live for users with the optimal mixed strategy obtained
above, her work is only partially complete. Then onwards
the defender spends time on finding and fixing various vul-
nerabilities, and accordingly updating the tables and strate-
gies, so that the security of the web application is kept high
to the best of the abilities. In this scenario, it is useful to
focus on those vulnerabilities or attacks first which are not
effectively masked by the optimal mixed strategy with which
the system is deployed. These are the most critical vulner-
abilities for the current deployment of the system. In the
following we show how to find such vulnerabilities.

Note that, whenever a vulnerability corresponding to an
attack(s) is fixed by the defender, the corresponding at-
tack(s) will no longer be part of the input reward tables.
Accordingly, new optimal mixed strategies can be computed.
Therefore, one can measure the criticality of various vulner-
abilities by removing the corresponding attack(s) from the
input tables and getting new optimal reward values, and
comparing them. Removal of whichever vulnerabilities re-
sult in highest new optimal reward value can be termed as
the most critical vulnerabilities, as fixing any of them would
result in higher rewards for the defender compared to the
rest. Therefore, such vulnerabilities should be chosen to ad-
dress first for improving the security.

Here, if the defender wants to find one most critical vul-
nerability, then it would involve solving n instances of the
Bayesian Stackelberg Game, where n is the total number of
vulnerabilities. In each instance, attacks corresponding to
one of the vulnerabilities are removed from Table Bl Note
that, if removing a particular vulnerability leads to an at-
tacker type being left with only the No Attack option. Then,

that attacker type can be ignored and its probability can be
distributed amongst the remaining attacker types propor-
tional to their existing probabilities.

Further, if the defender wants to find the most critical
vulnerability set of size 2, then it would involve solving " C
instances of the Bayesian Stackelberg Game where different
combinations of vulnerabilities are removed on each occa-
sion. Note that, the most critical vulnerability set of size 2
may not be the same as putting together the most critical
vulnerability and the next most critical vulnerability ob-
tained when solving the problem of finding one most critical
vulnerability above (this is due to different attacker types
having different combinations of attack options, thus forcing
non-trivial interdependencies amongst the individual attack
options). In general, if the defender wants to find the most
critical vulnerability set of size k, then it would involve solv-
ing " C}, instances corresponding to different combinations of
k vulnerabilities. Note that, the above approach is a brute
force way of solving the problem which may not scale to large
sized inputs, and we consider exploring efficient solutions as
part of our future work.

5.2 Finding Most Sensitive Attacker Types

It is often the case that the web application administrator
(defender) does not know accurately the probability with
which a particular type of attacker might attack the sys-
tem. In this scenario, it is important to analyze as to how
much does the accuracy of the probabilities such as the ones
shown in Table [3]impact the overall rewards of a given opti-
mal strategy obtained by solving Equation [I} Thereby, the
defender can make an effort to obtain the probability values
corresponding to the sensitive attacker types accurately.

In order to analyze the sensitivity of various attacker types,
we suggest the following approach: For each attacker type
i, vary the corresponding probability p; by 2% (pj'*" =
pi(1 £ 155)) where z is the sensitivity factor, which can be
varied from a low value to a high value as needed. Now,
note that, p, = pi"oxol' needs to be adjusted or distributed
amongst the probabilities of the remaining attacker types.
Here, it is important to make sure that this distribution is
done such that the sensitivity of attacker i actually stands
out, and the impact of change in the probability of values
of other attacker types is minimal. For this, we propose
to distribute p, amongst the other attacker types using a
weighted model as per their existing probabilities as shown
below. For attacker j (# i), its new probability would be:

Py =pi(1F —*40) (2)
k(F0)

Note that, when 2% is added to the probability p;, then the
sign in the above equation becomes negative, and vice-versa.

Once we set up this distribution, the sensitivity of an at-
tacker type can be analyzed as follows: Let R, be the overall
reward value for the defender when the optimal mixed strat-
egy obtained with probabilities {p;} is used with the new
probabilities {pj'*’}, and R, be the optimal reward value for
the defender with an optimal strategy obtained with prob-
abilities {p;°"'} directly. Then, we compute the Normalized
Loss in Rewards (NLR) for the defender as follows:

NLR = finfto (3)

NLR acts as a measure for comparing sensitivities of differ-
ent attacker types (note that, it is always > 0 since R, > R,



Table 4: Reward values and gains for the defender with different probabilities for the attacker types. Each
row corresponds to a given probability of the Database hacker attacking, and each column corresponds to a
given probability of Mainstream hacker (remaining being that of the Nation State hacker). Values for each
combination denote the rewards with uniform mixed strategy (UMS), BSG, and the gain respectively.

P(Mainstream Hacker)

0.0 0.2 0.4

0.6 0.8 1.0

UMS BSG Gain | UMS BSG Gain | UMS BSG

Gain | UMS BSG Gain | UMS BSG Gain | UMS BSG Gain

0.0 | -0.75 -0.38 0.38 | -0.75 -0.05 0.70 | -0.75 0.28
0.2 | -0.60 -0.34 0.26 | -0.60 -0.20 0.40 | -0.60 0.12
0.4 | -0.45 -0.01 0.44 | -0.45 -0.01 0.44 | -045 0.99
0.6 | -0.30 0.33 0.63 | -0.30 0.33 0.63 | -0.30 2.51

P (DB Hacker)

1.02 | -0.75 0.60 1.35 | -0.75 2,50 3.25 | -0.75 4.79 5.54
0.73 | -0.60 1.75 2.35 | -0.60 4.03 4.63
1.44 | -045 3.27 3.72
2.81

by virtue of optimality of R,,). The attacker types for which
the loss (NLR value) is higher than the rest are the most
sensitive attacker types, and their probabilities should be
calibrated with high accuracy for maximizing the security.

6. EXPERIMENTAL RESULTS

Now, we present the experimental results related to gener-
ation of optimal strategies of the defender, the performance
of the DOBSS based MIQP method [35], and the gain in the
reward values for the defender compared to the case where a
uniform mixed strategy [6l 36] is adopted. We also present
our findings on the most critical vulnerabilities and most
sensitive attacker types in the given example. We performed
the experiments on a machine with Intel Core 2 Quad CPU
Q9400 2.66GHz and 2GB RAM. For solving the MIQP, we
used the Gurobi Optimizer [15].

6.1 Comparison of the Optimal BSG Strategy
with Uniform Mixed Strategy

First, we show the results obtained when the working ex-
ample presented in the previous section is fed as input to
the algorithm. The optimal mixed strategy obtained is:
(0.43,0.41,0,0.16) respectively for the four configurations
available for the defender and the corresponding optimal re-
ward value for the defender is 0.91 whereas the reward value
when using a uniform mixed strategy (0.25 for each config-
uration) is —0.55. Since we considered negative reward val-
ues for losing positions and positive for winning positions,
clearly using BSGs lead to winning strategies for the de-
fender whereas a uniform mixed strategy could be a losing
one. It means that the defender should choose the combina-
tion MySQL & Python with a probability 0.43, PostgreSQL
& Python with probability 0.41 and PostgreSQL & PHP
with probability 0.16. The algorithm has taken 1.121s time
on an average over 20 runs using all the 4 cores of the ma-
chine (with 4 threads) for producing the output.

Next, we present the results when the probabilities for the
attacker types is varied in the given working example. Here
we consider only three types of attackers for ease of presenta-
tion of results: Database (DB) hacker, Mainstream hacker,
and the Nation State hacker. Table d shows the reward val-
ues for the defender when a Uniform Mixed Strategy (UMS)
is employed, when BSG mapping is used, and the gain due to
BSG over the uniform strategy, for different probability val-
ues corresponding to the types DB hacker and Mainstream
hacker (the remaining probability being attributed to the
Nation State hacker).

A row with probability 0.2 and a column with probability

Table 5: Results of finding the (one) most critical
vulnerability. The most critical one is highlighted
in bold.

Vulnerabilities addressed New Optimal Reward

{1} 0.344
{v2} 0.825
{vs} 2.514
{v4} 1.305

0.4 would correspond to the attacker types- DB hacker with
probability 0.2, Mainstream hacker with probability 0.4 and
the Nation State hacker with probability 0.4 (1 — 0.2 —0.4).
The values at the corresponding position indicate that em-
ploying a uniform mixed strategy (where all 4 strategies of
the defender are chosen with equal probability 0.25) would
result in a reward value of -0.6 for the defender, whereas a
BSG based mixed strategy would result in a reward value of
0.12 resulting in a gain of 0.73 (subject to round off errors)
for BSG against the uniform mixed strategy. Note that the
sum of probabilities of the different attacker types attacking
should be equal to 1. Therefore, the positions where the
sum of probabilities exceeds 1 are blank, as they are not
applicable.

Note that, BSG based method being optimal in nature is
guaranteed to perform at-least as good as the uniform mixed
strategy. The tabulated results help in getting a perspective
as to how significant the gains could be over the uniform
mixed strategy. On an average (and also in most cases),
we see that the uniform mixed strategy results in a —ve
reward value of —0.50 for the defender, whereas the BSG
based mixed strategy results in a +ve reward value of 1.14,
demonstrating its clear advantage (winning as opposed to
losing).

6.2 Most Critical Vulnerabilities

Now, we present the results of analysis for finding the
most critical vulnerabilities in the given example. Note that,
each of the first four attacks A1-A4 in Table [2| correspond
to unique vulnerabilities (say, v1—v4) which in-turn impact
the attacks A5—A8. Accordingly, we have considered fixing
each of these vulnerabilities separately to examine- which of
them are the most critical ones. Note that, fixing v1 would
result in the removal of attacks Al, A5 & A7. Similarly,
fixing v would account for A2, A6 & A8, vz would account
for A3, A5 & A6, and v4 corresponds to A4, A7 & AS8.

Tables[f] [6] and[7]show the results of finding the most crit-
ical sets of vulnerabilities of sizes 1, 2, and 3, respectively.



Table 6: Results of finding the most critical sets of
vulnerabilities of size 2. The most critical ones are
highlighted in bold.

Vulnerabilities addressed New Optimal Reward

{Ul,vg} —0.5
{1}1,’1}3} 1.795
{1)2,1)4} 1.415
{’Uz, ’03} 2.514
{’Uz,'v4} 2.514
{U3,U4} 1.0

Table 7: Results of finding the most critical sets of
vulnerabilities of size 3. The most critical ones are
highlighted in bold.

Vulnerabilities addressed New Optimal Reward

{’Ul, V2, '03} 2.5
{’Ul, V2, ’04} 2.5
{v1,v3,v4} 1.0
{1)2,’[)3,’[)4} 1.0

Addressing any one of the highlighted sets of vulnerabilities
in each case would lead to maximum reward positions for
the defender, and hence preferred. The number of vulnera-
bilities to be considered at a time can be decided based on
the resources available with the defender.

6.3 Most Sensitive Attacker Types

Finally, we present the results analyzing the sensitivity of
different attacker types and their probabilities in the given
example. As mentioned in the previous section, this is exam-
ined by computing the Normalized Loss in Rewards (NLR)
values for the defender for each change in probability. Fig-
ure [2| shows the NLR values for the four types of attacker
when Sensitivity factor is varied from —100% to 100%. We
see that the Mainstream hacker and the Script Kiddie are
more sensitive attacker types compared to the rest, in the
given example. The former type is sensitive due to the high
reward values its attack options have and the high proba-
bility value it holds, whereas the latter type is sensitive due
to the probability distribution it will exert on other types
if its value is underestimated. Database hacker is not sen-
sitive due to the low reward values its attack options have
for the defender, and Nation State is relatively less sensitive
as change in its value is being neutralized by the rise in all
other types’ values since they together have all the attack
options of the Nation State in the given example. There-
fore, the probability values corresponding to the Mainstream
hacker and the Script Kiddie should be estimated with high
precision as part of input, for obtaining effective movement
strategies.

7. DISCUSSION

Note that, the strategies of the attackers used for obtain-
ing the mixed strategy for the defender are either known
attacks which are not yet addressed in the web application
or an estimation of possible future attacks. Clearly, this es-
timation is vital to the design of effective MTDs. One way
to develop good estimates for the unknown attacks could
be via analysis of the attack graphs. However, since the
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Figure 2: NLR values for various attacker types

when their probabilities are modified ranging from
—100% to 100%.

complete attack graphs are often very large, one may have
to reason on simpler but realistic models of the actual at-
tack graphs. These models, being approximate in nature,
no longer confirm to the closed world assumptions. Hence
one may analyze these with the help of frameworks such
as closed-world reasoning under incomplete information |11}
12].

Impact and modeling of uncertainties in reward matrix
values and probabilities of the types of attacker were studied
in the literature [24, |37} |38], which may be useful for web
application security as well. Also, teaming between multiple
defenders has been explored in [43] which can be explored in
the case of web applications for better security using/across
multiple servers.

Finally, note that the attacker models for web applications
evolve over time as the attackers will be able to perform re-
connaissance and discover new vulnerabilities, which needs
to be taken into account as time passes from the launch of
the web application. Further, each move that the defender
makes in the case of web applications may involve costs such
as system downtime, etc. which need to be kept within given
limits. Also, the switching between different configurations
is assumed to be from all to all, which may be restricted
to limited combinations for performance/feasibility reasons,
which then brings-in the state information into the game, re-
quiring planning policies for the defender. These variations
of the security games have not been studied previously and
can be pursued.

8. CONCLUSION

We considered the problem of finding effective movement
policies when securing web applications through Moving Tar-
get Defense. An important aspect of this problem is that
the attackers can perform reconnaissance about the strat-
egy of the defender before attacking. We observe that this
behavior is similar to that of the leader-follower relation-
ship in Stackelberg security games. Further, we note that
the uncertainty in the type of attacker could be captured
via Bayesian games. Accordingly, we present an effective
methodology to map the Moving Target Defense problem as
a Bayesian Stackelberg game so as to obtain optimal mixed



strategies maximizing the rewards for the defender (minimiz-
ing the damage). We have also proposed techniques to iden-
tify most critical vulnerabilities and most sensitive attacker
types, which help in improving the security of web applica-
tion systems further. Experimental results over a represen-
tative example from the web application domain show the
significant gains of the proposed approach over the uniform
mixed strategy for the defender.
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